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ABSTRACT

In today’s enterprise world Businesses are totally driven by technology and Computer Networking is the core technology that makes Data communication possible. As organizations grow larger and larger, their network size increases and also becomes more complex. Without a structured and systematic troubleshooting approach it would be arduous to fix network issues and restore IT services. Troubleshooting is a skill, and like all skills, one will get better at it the more one has to perform it. The more troubleshooting situations one is placed in, the more skills will improve, and as a result of this, the more confidence will grow. Although there is no right or wrong way to troubleshoot, Network Engineers should follow a structured troubleshooting approach that provides common methods to enhance efficiency.
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Chapter I

INTRODUCTION

Introduction

Troubleshooting is the process of responding to a problem, diagnosing the cause of the problem, and finally resolving the problem. Troubleshooting issues may arise out of proactive network monitoring or can be reactive in nature. There are network monitoring softwares which use SNMP to proactively monitor network. A ticket can also be raised by someone actually facing the issue. After an issue is identified, the first step toward resolution is clearly understanding the issue. Without clear understanding of the issue information collection will be arduous and may not be accurate. From the information collected one should be able to better define the issue. Then based on the diagnosis, a hypothesis may be proposed about what is most likely causing the issue. Then the evaluation of these likely causes leads to the identification of the suspected underlying root cause of the issue and then finally resolving the issue.

This research is based on using the above approach of identifying, defining, diagnosing and eventually resolving network issues. An IPV4 network is designed and implemented on a Virtualized Linux platform using a Network simulation software. There are 8 case studies performed on the implemented network
Problem Statement

Without fully understanding a problem, in most cases it is not possible to provide a solution to fix the problem. Hence without a systematic approach and methodology it is extremely difficult to troubleshoot a network when a network outage occurs. By following the systematic approach of identifying, defining, diagnosing and resolving maintenance and troubleshooting of the network becomes easy and manageable.

Nature and Significance of the Problem

Network outage and downtime usually affects the productivity of users and systems which in turn will affect Business as well as profitability. Hence every step should be taken to ensure uptime of networks. With a systematic approach Network operations and support Engineers will spend less time understanding the issue and hence quicker resolution time can be expected. This study will be very useful in environments where uptime of networks are critical, a structured approach will definitely assist network engineers restore services which in turn will assist employees to be more productive and eventually improving profitability for businesses.

Objective of the Study

The objective of this study is to improve the efficiency of Network Engineers by using the structured process of Identifying, Defining, Diagnosing and resolving will make it easy for network support personnel to resolve network issues sooner which in turn will improve uptime of network without disruption to IT services driving businesses.
Study Questions/Hypotheses

- How easy is it to understand network issues without a structured approach?
- How can uptime of networks improved?

Limitations of the Study

Troubleshooting skills vary from person to person. There’s no doubt that using a structured approach of identifying, defining, diagnosing and resolving network issues will definitely help during troubleshooting however a lot also depends on technical skills, communication skills, experience and familiarity with the network topology. Troubleshooting gets better with experience, regular learning and updating technical skills however is important to be efficient and efficiency comes by following a structured troubleshooting approach.

Definition of Terms

SNMP: Simple Network Management protocol

Structured Troubleshooting: A systematic step-by-step approach while troubleshooting

Identify: Single out or pinpoint the issue

Define: Clearly and correctly explaining the issue.

Diagnose: Identify the nature and cause of the issue

Resolution: Solving the issue
Summary

This chapter discussed the importance of having a structured troubleshooting approach. However, it also identifies that network engineers also need to have other skills to be efficient while troubleshooting. There is no "one-stop shop" for all the requirements when it comes to diagnosing, troubleshooting and maintaining networks. It is more of a skill that develops with experience, continuously learning new technologies and improving communication skills.
Chapter II

BACKGROUND AND REVIEW OF LITERATURE

Introduction

This chapter discusses the background and literature related to the problem of not using structured troubleshooting approach and also points out frequently used troubleshooting approaches.

Background Related to the Problem

Lacoste and Wallace (2015) stated that “If you do not follow a structured approach, you might find yourself moving around troubleshooting tasks in a fairly random way based on instinct. Although in one instance you might be fast at solving the issue, in the next instance you end up taking an unacceptable amount of time. In addition, it can become confusing to remember what you have tried and what you have not. Eventually, you find yourself repeating solutions you have already tried, hoping it works. Also, if another administrator comes to assist you, communicating to that administrator the steps you have already gone through becomes a challenge. Therefore, following a structured troubleshooting approach helps you reduce the possibility of trying the same resolution more than once and inadvertently skipping a task. It also aids in communicating to someone else possibilities that you have already eliminated”
Literature Related to the Problem

Moreover Ranjbar, A. (2014) describes the importance of structured troubleshooting in the following manner “Troubleshooting is not an exact science, and a particular problem can be diagnosed and sometimes even solved in many different ways. However, when you perform structured troubleshooting, you make continuous progress, and usually solve the problem faster than it would take using an ad hoc approach. There are many different structured troubleshooting approaches. For some problems, one method might work better, whereas for others, another method might be more suitable. Therefore, it is beneficial for the troubleshooter to be familiar with a variety of structured approaches and select the best method or combination of methods to solve a particular problem. A structured troubleshooting method is used as a guideline through a troubleshooting process. The key to all structured troubleshooting methods is systematic elimination of hypothetical causes and narrowing down on the possible causes. By systematically eliminating possible problem causes, you can reduce the scope of the problem until you manage to isolate and solve the problem. If at some point you decide to seek help or hand the task over to someone else, your findings can be of help to that person and your efforts are not wasted”.

Following a single troubleshooting procedure may not be sufficient to address all conceivable network issues because there are too many variables in today’s networks For Eg: End user triggered issues. However, following a structured troubleshooting approach would help to ensure that troubleshooting procedures have a similar flow whenever an issue arises irrespective of who is assigned the task. This approach also allows one troubleshooter to more efficiently take over from another troubleshooter in a seamless manner.
This section describes each step in a structured troubleshooting approach.

Problem report

A problem report is when an end user would report an issue to the Helpdesk or the Support team. A user may report an issue as “Network is broken”. So at this stage the support personnel should start asking questions to get a better understanding of the issue. Without clear understanding it would be very arduous to provide quick fix to the issue.

Retrieved page no. 13 from CCNP routing and switching TSHOOT 300-135 official cert guide. Indianapolis IN: Pearson Education.
Collect Information

It is important to be efficient and effective while collecting information about a network related issue. Questions like “How long has it been since the issue started”, “Was there anything that was done to trigger the issue”, “What happen when you try to access so and so“? These are very good questions to gather information which would eventually help to better and have clear understanding of the issue. Also logs in the network devices should be checked in addition to running ‘show, debug, ping and traceroute’ commands to gather as much information as possible.

Examine Information

The primary goal of examining information is to find if there are any indicators which may lead to the cause of the issue. The troubleshooter should have a sound knowledge of applications and protocols running in the network to be able to identify the underlying cause of the issue. Many a times the issue may be very complex so if there are data sets available to compare the current data would also be very helpful. Past documentation if available can also be very helpful while trying to solve network issues.

Eliminate Potential cause

Network troubleshooter should not jump to conclusions right away. All the steps discussed till now should be following diligently before concluding on Potential cause/causes of the issue. Efficiency and effectiveness comes only by carefully examining the collected information. It would be a good idea to explain the rationale with a coworker to ensure that the cause identified is correct so that an effective solution can be applied.
Propose Hypothesis

At this point, the troubleshooter should be able to list all the potential causes of the issue and rank them from most likely to least likely. Troubleshooter should then focus on the most likely cause of the issue and propose a Hypothesis based on the most likely cause.

Verify Hypothesis

Once most likely cause is identified it is important to develop a plan to address the suspected cause of the issue. In larger organizations which have defined processes the troubleshooter may need to work with the change management team before implementing the solution. There has to be a balance between the Urgency of the issue versus the potential overall loss of productivity. If the impact is high it is better to wait after business hours to implement the change.

Problem Resolution

This is the final step of a structured troubleshooting approach. This is the most important step however many a times once the issue is resolved it is forgotten. Every effort should be made to document the solution as quickly as possible so as to ensure that the implemented solution is available for other engineers and troubleshooters. Last but not the least the troubleshooter should report the solution provided to the respective parties and also get confirmation from the user that the issue has been resolved.
Literature Related to the Methodology

Commonly used troubleshooting approaches include the following:

- The top-down method
- The bottom-up method
- The divide-and-conquer method
- Following the traffic path
- Comparing configurations
- Component Swapping

For the most part “Following the traffic path” methodology will be used during the case studies. This is a very useful approach, For Eg: If a client is unable to reach a server, then trace route will be performed from the client to the server. Then based on which hop trace is stopping further investigation will be performed to find the fault domain and resolve the issue.

Summary

This chapter discussed the background and literature related to the problem and also introduced some of the commonly used troubleshooting approaches. These approaches can be used in various situations which would help narrow down the cause of the issue and resolve the issue as early as possible ensuring uptime of networks with minimal business impact and disruption to IT services and functions.
Chapter III

METHODOLOGY

Introduction

This chapter discusses the design and implementation of the study.

Design of the Study

Clearly one understands how important structured troubleshooting is and some of the troubleshooting approaches one can use while try to resolve network issues. In this study we will use these troubleshooting approaches after the IPv4 enterprise network is implemented in GNS3. GNS3 or Graphical Network Simulator-3 is a network software emulator first released in 2008. It allows the combination of virtual and real devices, used to simulate complex networks. It uses Dynamips emulation software to simulate Cisco IOS (Retrieved March 15, 2016, from https://en.wikipedia.org/wiki/Graphical_Network_Simulator-3).

Tools and Techniques

Virtualization, Linux and Network simulation software have been used to design and implement an enterprise IPv4 network for this study. In VMware player which is a type-2 hypervisor a Virtual machine has been created and Ubuntu Linux installed on the Virtual machine. In the Ubuntu Virtual machine GNS3 has been installed and an IPV4 network has been designed and implemented using GNS3. There are 8 case studies on various networking technologies which are solved in the simulated environment. Necessary screenshots with
configurations and validation results has been captured to validate the working of the solution implemented.
Thesis Virtual machine specification

The picture below depicts the amount of hardware resources allocated to the virtual machine.

Figure 3.2
Virtual machine instance

The picture below represents the virtual machine built for the study.

Figure 3.3
Network Topology

The picture below depicts the Network designed using GNS3 for the study.

![Network Topology Diagram]

Figure 3.4

There are three virtual Local area networks created for this study, VLAN 10 is the client VLAN, VLAN 20 is the server VLAN and VLAN 200 is the management VLAN. PC1 and PC2 are in client VLAN and connected to the access switch ASW1. Server is in VLAN 20 is connected to access switch ASW2. Both ASW1 and ASW2 have redundant connections to distribution layer switches DSW1 and DSW2. All the connections between access layer and distributions layer switches are configured as trunk links so that the devices in different VLANs can communicate.
with each other. R4 plays the role of a Customer edge router which is also configured as a DHCP server. There are DHCP Pools configured in R4 for both VLAN 10 and VLAN 20 subnets. DSW1 and DSW2 are also configured for DHCP relay so that any DHCP discover broadcast messages originating from the end devices are forwarded to R4 which is the DHCP server.

EIGRP is the routing protocol chosen to route LAN traffic; so R4, DSW1 and DSW2 are running EIGRP. All the external OSPF routes learnt by R4 are redistributed into EIGRP and also all the EIGRP routes are redistributed into OSPF so that there is reachability between the LAN and WAN parts of the network. R1, R2, R3 and R4 are in OSPF domain. Routers R4 and R3 are configured in OPPF area 34; R3 and R3 are in OSPF area 0 which is the backbone of the OSPF domain and R2 and R1 are in area 12. Routers R1 through R4 are all connected to the frame-relay switch. Frame-relay has been used as the layer-2 encapsulation protocol to provide Layer2 connectivity over the WAN. R1 is running both OSPF and BGP, in R1 OSPF has been configured to generate a default route and advertise to OSPF neighbors so that OSPF neighbor routers can reach R1, e-BGP has been chosen to run between R1 and the ISP-WEB-ROUTER. A Loopback IP address (209.65.200.241/29) has been configured in the ISP-WEB-ROUTER to simulate the presence of a Web Server so that reachability to the web server can be tested while working on the case studies.
IOS used in the simulation

Router: 7200 Software (C7200-ADVIPSERVICESK9-M), Version 15.2(4)S5, RELEASE SOFTWARE (fc1)

Switches: 3700 Software (C3725-ADVENTERPRISEK9-M), Version 12.4(12), RELEASE SOFTWARE (fc1)

Summary

In this chapter we discussed the network design, Topology and various Tools used to design and implement an IPv4 Enterprise network. In the next chapter we will start performing case studies relating to various technologies in the areas of routing and switching.
Chapter IV

DATA PRESENTATION AND ANALYSIS

Introduction

In this chapter we will perform case studies on the implemented IPv4 network where-in we will try to solve various technical issues in the area of routing and switching by using the systematic troubleshooting process of Identifying, Defining, Diagnosing and resolving.

CASE STUDY 1: PC1 unable to ping Webserver

Figure 4.1
**Identify and Define:** PC1 which is in VLAN 10 is unable to ping the webserver at IP address 209.65.200.241

**Diagnose** starts here, the troubleshooting methodology used here is ‘Following the traffic path’.

It can be seen that PC1 can reach the DHCP server at 4.4.4.4, however when trying to trace the reachability to the webserver it stops at 10.1.1.1

As can be seen in below picture that 10.1.1.1 is the IP address configured on R1’s Ser2/0.12 interface facing R2.
Below is the filter from R1’s running configuration for both the interfaces where IP addresses are configured. Looking in Serial2/1 configuration it can be confirmed that Network address translation has been configured in the interface.

```
RI#sh run int serial2/0.12
Building configuration...

Current configuration : 182 bytes

interface Serial2/0.12 point-to-point
   ip address 10.1.1.1 255.255.255.252
   ip nat inside
   ipv6 address 2006::12:1/122
   ipv6 ospf 6 area 12
   frame-relay interface-dlci 122
end

RI#sh run int serial2/1
Building configuration...

Current configuration : 156 bytes

interface Serial2/1
   ip address 209.65.200.225 255.255.255.252
   ip access-group DEFEND in
   ip nat outside
   encapsulation ppp
   serial restart-delay 0
end
```

PC1 has an IP address of 10.2.1.6/24 which will be denied by the implicit deny in access list Go-NAT-Go.
The below picture confirms that access-list Go-NAT-Go is used by Network address translation due to which PC1’s IP address will be denied by the ACL and hence will not be natted causing the packet to drop at 10.1.1.1

This issue can be solved by allowing PC1’s subnet in the access-control list which is not allowing PC1’s IP address to be natted. First of all line 20 of access list Go-NAT-Go is removed then line 20 is added back with a new wild card mask which will allow PC1 IPs address to be natted.
It can be now observed that PC1 is able to ping the webserver at 209.65.200.241. It can also be seen that icmp ping packets are getting translated with PC1’s IP address of 10.2.1.6 getting natted to a public IP address of 209.65.200.225.

In this case study the fault domain was router R1, access-list was the technology where the issue was and the solution was to modify the access-list to allow PC1’s subnet from being natted so that packets originating from PC1 could reach the webserver.
Case Study 2: PC1 in VLAN 10 is unable to reach the Server in VLAN 20

Identify and Define: PC1 which is in VLAN 10 is unable to reach the server in VLAN 20.

Diagnose starts here, the troubleshooting methodology is still to be decided because as of now it is not very clear where the issue is.
Due to some reason PC1 is not receiving an IP address.

```
PC1> show ip
NAME : PC1[1]
IP/MASK : 0.0.0.0/0
GATEWAY : 0.0.0.0
DNS :
MAC : 00:50:79:65:68:01
LPORT : 20502
RHOST:PORT : 127.0.0.1:10008
MTU: 1500

PC1> ip dhcp
Can't find dhcp server
```

However Server which is in VLAN 20 is receiving IP address as shown below

```
SVR> ip dhcp
DORA IP 10.2.2.6/24 GW 10.2.2.254
```

It is clear from the network topology that PC1 is connected to port fa1/10 in the access layer switch ASW1.
However it can be seen that port fa0/10 is in VLAN 1 instead of VLAN 10

Let’s go ahead and configure fa1/10 as access port, assign it to vlan 10 and also configure portfast, speed & duplex for faster convergence.
All the VLANs are allowed in the trunk links between ASW1, DSW1 and DSW2.

```
ASW1(config)#int fastEtheren 1/10
ASW1(config-if)# switchport access vlan 10
ASW1(config-if)# duplex full
Duplex will not be set until speed is set to non-auto value
ASW1(config-if)# speed 100
ASW1(config-if)# spanning-tree portfast
%Warning: portfast should only be enabled on ports connected to a single host.
Connecting hubs, concentrators, switches, bridges, etc.to this interface
when portfast is enabled, can cause temporary spanning tree loops.
Use with CAUTION

%Portfast has been configured on FastEthernet1/10 but will only
have effect when the interface is in a non-trunking mode.
ASW1(config-if)#
ASW1(config-if)#du
ASW1(config-if)#duplex full
ASW1(config-if)#
%LINK-UP-DOWN: Interface FastEthernet1/10, changed state to up
```

```
ASW1#show interfaces trunk
Port Mode Encapsulation Status Native vlan
Fa1/1 on 802.1q trunking 200
Fa1/3 on 802.1q trunking 200

Port Vlans allowed on trunk
Fa1/1 1-1005
Fa1/3 1-1005

Port Vlans allowed and active in management domain
Fa1/1 10,200
Fa1/3 10,200

Port Vlans in spanning tree forwarding state and not pruned
Fa1/1 10,200
Fa1/3 10,200
```

ASW1 Switch is unable to ping the Switched virtual interface i.e. interface vlan 10 configured on DSW1.

```
ASW1#ping 10.2.1.1
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.2.1.1, timeout is 2 seconds:

Success rate is 0 percent (0/5)
```

ASW1#
It can be observed that DSW1 has many down interfaces, fa0/0 and fa0/1 are connected to R4 and DSW2 and they should be in UP state.

DSW1 also cannot reach 10.2.1.3 which is the switched virtual interface for vlan 10 in ASW1 and also it cannot reach R4 which is the DHCP server.
There’s no VLAN configuration found in DSW1

VLANs 10, 20 and 200 were configured as shown below
Also administratively enabled the down interfaces

Both fa0/0 and fa0/1 are now up in DSW1
HSRP configuration below indicates that HSRP Virtual IP address configured for vlan 10 is the default gateway for devices in VLAN 10

```bash
DSW1#sh run int vlan 10
Building configuration...

Current configuration : 228 bytes
!
interface Vlan10
 ip address 10.2.1.1 255.255.255.0
 ip helper-address 4.4.4.4
 standby 10 ip 10.2.1.254
 standby 10 priority 105
 standby 10 preempt
 standby 10 mac-address 0000.1234.5678
 standby 10 track 5 decrement 6
end
```

```bash
DSW1#sh run int vlan 20
Building configuration...

Current configuration : 149 bytes
!
interface Vlan20
 ip address 10.2.2.2 255.255.255.0
 ip helper-address 4.4.4.4
 standby preempt
 standby 20 ip 10.2.2.254
 standby 20 preempt
end
```
PC1 is now able to get an IP address and also able to ping itself and reach its default gateway which is the HSRP IP configured in DSW1

However PC1 still cannot ping the Server in VLAN 20
Looking into the configuration of DSW2 there are no VLANs configured in DSW2

```
DSW2#sh vlan-switch

VLAN Name   Status   Ports
----------  -------   --------
  1 default  active   Fa1/9, Fa1/2, Fa1/4, Fa1/5
               Fa1/6, Fa1/7, Fa1/8, Fa1/9
               Fa1/10, Fa1/11, Fa1/12, Fa1/13
               Fa1/14, Fa1/15
1002 fddi-default  active
1003 token-ring-default  active
1004 fddinet-default  active
1005 trnet-default  active

VLAN Type  SAID  MTU  Parent  RingNo  BridgeNo  Stp  BrdgMode  Trans1  Trans2
----------  -----  ----  -------  --------  ---------  ---  ----------  -------  -------
  1 enet  100001  1500 - - - - 1002  1003
1002 fddi  101002  1500 - - - - 1  1003
1003 tr  101003  1500 1005 0 - - srb 1  1002
1004 fdnet  101004  1500 - - 1 ibm - 0  0
1005 trnet  101005  1500 - - 1 ibm - 0  0
```

Also there are many interfaces found administratively down in DSW2

```
DSW2#sh ip int br

Interface      IP Address    OK? Method Status                  Protocol
-------------  --------------  ------  --------------------  ----------
Fastethernet0/0 10.2.4.14   YES manual administratively down   down
Fastethernet0/1 10.1.4.10   YES manual administratively down   down
Fastethernet1/0 unassigned  YES unset                 up           down
Fastethernet1/1 unassigned  YES unset                 up           up
Fastethernet1/2 unassigned  YES unset administratively down   down
Fastethernet1/3 unassigned  YES unset                 up           up
Fastethernet1/4 unassigned  YES unset administratively down   down
Fastethernet1/5 unassigned  YES unset                 up           down
Fastethernet1/6 unassigned  YES unset                 up           down
Fastethernet1/7 unassigned  YES unset                 up           down
Fastethernet1/8 unassigned  YES unset                 up           down
Fastethernet1/9 unassigned  YES unset                 up           down
Fastethernet1/10 unassigned  YES unset                 up           down
Fastethernet1/11 unassigned  YES unset                 up           down
Fastethernet1/12 unassigned  YES unset                 up           down
Fastethernet1/13 unassigned  YES unset                 up           down
Fastethernet1/14 unassigned  YES unset                 up           down
Fastethernet1/15 unassigned  YES unset                 up           down
Serial2/0      unassigned  YES manual administratively down   down
Serial2/1      unassigned  YES manual administratively down   down
Serial2/2      unassigned  YES manual administratively down   down
Serial2/3      unassigned  YES manual administratively down   down
Vlan1          unassigned  YES manual administratively down   down
Vlan100        10.2.1.2    YES manual                 up           down
Vlan200        10.2.2.1    YES manual                 up           down
Vlan200        192.168.1.130 YES manual                 up           down
```
Configured VLANs in DSW2 as below

```
DSW2(vlan)#vlan 20 name Int-Server-Network
VLAN 20 added:
   Name: Int-Server-Network
DSW2(vlan)#vlan 10 name User-Network
VLAN 10 added:
   Name: User-Network
DSW2(vlan)#vlan 200 name Management-Network
VLAN 200 added:
   Name: Management-Network
```

Also enabled the administratively down interfaces

```
DSW2(config)#int fa0/0
DSW2(config-if)#no shut
DSW2(config-if)#
DSW2(config-if)#
DSW2(config-if)#ex
DSW2(config)#int fa0/0
%DUAL-5-NORCHANGE: IP-EIGRP(0) 10: Neighbor 192.168.0.136 (FastEthernet0/0) is up: new adjacency
DSW2(config)#int fa0/1
DSW2(config-if)#
%LINK-3-UPDOWN: Interface FastEthernet0/0, changed state to up
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/0, changed state to up
DSW2(config-if)#no shut
%Invalid input detected at '^' marker.
DSW2(config-if)#
DSW2(config-if)#
DSW2(config-if)#
```
It can be observed that DSW2 is the Active default Gateway for devices in VLAN 20. Also all the down interfaces are up now.

However PC1 still cannot ping the server
Let’s go ahead and bounce vlan 10 & 20 interfaces at DSW2

PC1 in VLAN 10 is now successfully able to ping the Server in VLAN 20
In this case study the fault domain was large, Switches ASW1, ASW2, DSW1 and DSW2 all had issues. Main issue was missing VLAN configuration and down interfaces in these devices and the issue was resolved by configuring VLANs and by bringing up the down interfaces.
Case Study 3: Server in VLAN 20 is unable to reach the Web server

Figure 4.3

**Identify and Define:** In this case study the Server which is in VLAN 20 is unable to reach the web server at 209.65.200.241

**Diagnose** starts here, the troubleshooting methodology used here is ‘**Following the traffic path**’. 
It can be observed from the below image that that PC1 can reach its default gateway which is 10.2.2.254, however it cannot reach the web server at 209.65.200.241

While trying to trace the route to the web server from the Server we can observe that the Server can reach only till 10.2.2.1 which is the switched virtual interface i.e. interface vlan 20 configured at DSW2

DSW2 also cannot ping the web server

However while pinging the Web Server from R4 it is successful, due to some unknown reason the Web Server is not pingable from the Server at VLAN 20.
Looking further into the routing table at DSW2 it is clear that DSW2 has no routes to reach outside the EIGRP domain. This means that the issue is at Router R4 which is the Border router between EIGRP and OSPF domains. This is a very important from a diagnosis perspective since we now know where the issue is.

By looking into the router configuration it can be confirmed that due to some reason OSPF is not redistributed into EIGRP however EIGRP is redistributed into OSPF.
It is also important to observe the route-maps and access-lists configured at R4 to ensure that there is no misconfiguration. From the observation below route-map and access-list configuration looks good.
Let’s go ahead and ensure that OSPF is redistributed in EIGRP.

```bash
R4(config-router)# redistribution ospf 1
```

We can now see that there is an External default route learnt via EIGRP which is due to the fact that OSPF is now redistributed into EIGRP.
Also DSW2 is able to ping the Web Server at 209.65.200.241, so there is a very good chance that the Server in VLAN 20 should be able to reach the Web Server now. The below ping confirms that the Server can Infact reach the Web Server at 209.65.200.241.

```
SVR> ping 209.65.200.241
209.65.200.241 icmp_seq=1 timeout
64 bytes from 209.65.200.241 icmp_seq=2 ttl=250 time=180.601 ms
64 bytes from 209.65.200.241 icmp_seq=3 ttl=250 time=195.767 ms
64 bytes from 209.65.200.241 icmp_seq=4 ttl=250 time=179.259 ms
64 bytes from 209.65.200.241 icmp_seq=5 ttl=250 time=195.210 ms
```

In this case study the fault domain was router R4. The technology causing the issue routing protocol redistribution and the issue was resolved by redistributing OSPF into EIGRP which generated a default route for DSW2 using which DSW2 and the Server in VLAN 20 were able to reach networks outside the EIGRP domain.
Case Study 4: PC2 in VLAN 10 is unable to reach the Web Server at 209.65.200.241

Identify and Define: In this case study PC2 which is in VLAN 10 is unable to reach the web server at 209.65.200.241.

Diagnose starts here, the troubleshooting methodology used here is ‘Following the traffic path’.
As can be seen in the below picture PC2 is able to ping its default gateway 10.2.1.254 and also Router R4 whose loopback IP address is 4.4.4.4. However while trying to trace to the webserver PC2 is not able to go beyond 10.1.1.9 which is router R3, so it makes sense to check router R3.

It can be observed that R3 does not have the 209.65.200.224/30 network in its routing table nor does it have a default route to reach R2 or R1.
Let’s go ahead and check router R1, we can observe in router R1 that there’s flurry of console messages which is probably due to some issue in R1.

Looking into R1’S routing table it can be observed that R1 does not have default route nor does it have the Web Server’s subnet i.e. 209.65.241.240/30 subnet in its routing table.
The IP addresses in ISP router are configured correctly how the same type of console message are also seem in the ISP router like in router R1.

As per the network topology router R1 and the ISP router should have an external BGP neighbor relationship however it can be observed from the below figure that the remote Autonomous system number is configured to be same as the Autonomous system number configured in R1, this becomes an iBGP relationship instead of eBGP. This is the reason why we are seeing ‘Peer in wrong AS’ message at the console of router R1.
The misconfiguration is corrected as below.

```
R1(config)#router bgp 65001
R1(config-router)#no neighbor 209.65.200.226 remote-as 65001
R1(config-router)#neighbor 209.65.200.226 remote-as 65002
```

It can be see that BGP is now converging and finally BGP is up and learning prefixes.
Also R1 now has the Web Server’s subnet i.e. 209.65.200.240/30 in its routing table and also there is a default route learnt from the ISP router.

```
R1#sh ip route
Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
       E1 - OSPF external type 1, E2 - OSPF external type 2
       i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
       ia - IS-IS inter area, * - candidate default, U - per-user static route
       o - OSPF, P - periodic downloaded static route, H - NHRP, l - LISP
       + - replicated route, % - next hop override

Gateway of last resort is 209.65.200.226 to network 0.0.0.0
B* 0.0.0.0/8 [20/0] via 209.65.200.226, 09:03:95
     4.0.0.0/8 is subverted, 1 subnets
     4.0.0.0/32 is subverted, 1 subnets
0 E2 4.4.4.4 [110/20] via 10.1.1.2, 00:11:46, Serial2/0.12
10.0.0.0/8 is variably subverted, 6 subnets, 7 masks
     10.1.1.0/32 is directly connected, Serial2/0.12
     10.1.1.1/24 is directly connected, Serial2/0.12
     10.1.1.4/30 [110/20] via 10.1.1.2, 00:11:46, Serial2/0.12
     10.1.1.8/30 [110/20] via 10.1.1.2, 00:11:46, Serial2/0.12
0 E2 10.1.1.12/30 [110/20] via 10.1.1.2, 00:11:46, Serial2/0.12
0 E2 10.1.1.16/30 [110/20] via 10.1.1.2, 00:11:46, Serial2/0.12
     209.65.200.0/24 is variably subverted, 4 subnets, 3 masks
     209.65.200.226/30 is directly connected, Serial2/1
     209.65.200.226/32 is directly connected, Serial2/1
     209.65.200.240/29 [20/0] via 209.65.200.226, 00:03:35

R1#sh bgp
BGP table version is 3, local router ID is 209.65.200.225
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
               r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
               x best-external, a additional-path, c RIB-compressed,
Origin codes: i - IGP, e - EGP, ? - incomplete
RPKI validation codes: V valid, I invalid, N Not found

      Network     Next Hop        Metric  LocPrf  Weight Path
---------- ----------- -------  ------  ------  ----------
   *>     0.0.0.0       209.65.200.226   0   65002  i         
   *> 209.65.200.240/29 209.65.200.226       0   65002  i         

R1#
```
Moving to router R4 and DSW1 it can be seen that there is a default route learnt which is required to forward the traffic moving to the Web Server coming from VLAN 10.

```
R4#sh ip route
Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
       E1 - OSPF external type 1, E2 - OSPF external type 2
       I - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2
       IA - IS-IS inter area, * - candidate default, U - per-user static route
       o - ODR, p - periodic downloaded static route, h - NHRP, l - LISP
       + - replicating route, % - next hop override

Gateway of last resort is 10.1.1.9 to network 0.0.0.0

0.0.0.0/0 is subnetted, 1 subnets
  O*IA 0.0.0.0/0 [110/65] via 10.1.1.9, 01:27:08, Serial2/0.34
        4.0.0.0/32 is subnetted, 1 subnets
        C    4.4.4.4 is directly connected, Loopback0
  10.0.0.0/8 is variably subnetted, 9 subnets, 3 masks
        C    10.1.1.8/30 is directly connected, Serial2/0.34
        L    10.1.1.8/32 is directly connected, Serial2/0.34
        C    10.1.4.4/30 is directly connected, FastEthernet0/0
        L    10.1.4.4/32 is directly connected, FastEthernet0/0
        C    10.1.4.8/30 is directly connected, FastEthernet0/1
        L    10.1.4.9/32 is directly connected, FastEthernet0/1
        D    10.2.1.8/24 [90/30728] via 10.1.4.6, 00:40:36, FastEthernet0/0
        D    10.2.2.8/24 [90/30728] via 10.1.4.6, 00:40:36, FastEthernet0/0
        D    10.2.4.12/30 [90/28416] via 10.1.4.10, 00:45:54, FastEthernet0/1
        [90/28416] via 10.1.4.6, 00:45:54, FastEthernet0/0
  192.168.1.0/24 is subnetted, 1 subnets
        D  192.168.1.128 [90/30728] via 10.1.4.6, 00:40:36, FastEthernet0/0
```

Since PC2 was able to reach its default gateway at 10.2.1.254 and 10.1.4.4/30 is a directly connected network to R4, PC in VLAN 10 should now be able to reach the Web Server since the default route is now present in the routing tables of routers R4, R3, R2 and R1.
It can be seen that PC2 is now successfully able to ping the web server at 209.65.200.241.

```bash
PC2> ping 209.65.200.241
64 bytes from 209.65.200.241 icmp_seq=1 ttl=250 time=230.784 ms
64 bytes from 209.65.200.241 icmp_seq=2 ttl=250 time=175.249 ms
64 bytes from 209.65.200.241 icmp_seq=3 ttl=250 time=164.223 ms
64 bytes from 209.65.200.241 icmp_seq=4 ttl=250 time=562.000 ms
64 bytes from 209.65.200.241 icmp_seq=5 ttl=250 time=190.249 ms
```

In this case study the fault domain was router R1. The technology causing the issue was routing protocol BGP and the issue was resolved by correcting the Autonomous system number for BGP in router R1.
Case Study 5: PC1 to Web server is 7 hops but should always be 6 hops

Identify and Define: Due to some issue in the network number of hops between PC1 and Web Server is 7. The requirement is to always maintain the number of hops between PC1 to Web Server to 6 by correcting and adjusting the configuration in the network devices..

Diagnose starts here, the troubleshooting methodology used here is ‘Following the traffic path’.
Looking into the above trace result the trace from PC1 comes to DSW1 then goes to DSW2 and then to R4, due to some issue DSW1 is not able to forward the packet to R4 so it is sending traffic to DSW2.

Looking into the network topology it is clear that 10.1.4.4/30 is a directly connected network to DSW1 hence DSW1 should be able to forward the ping packets to R4, so why is the traffic going from DSW1 to DSW2 need to be found out.

It can be further found out that 10.1.4.4/30 which is directly connected network to DSW1 is being learnt via EIGRP via next hop IPs 10.2.2.1 and 10.2.1.2 which are the IP addresses for interface VLAN20 and interface VLAN10 in DSW2.
The reason looks to be because Fa0/0 interface in DSW1 is down, hence DSW1 is learning the directly connected route from DSW2.
The Default Gateway for PC1 is the HSRP virtual IP address configured in DSW1

```
DSW1#sh run int vlan10
Building configuration...

Current configuration : 228 bytes
!
interface Vlan10
  ip address 10.2.1.1 255.255.255.0
  ip helper-address 4.4.4.4
  standby 10 ip 10.2.1.254
  standby 10 priority 115
  standby 10 preempt
  standby 10 mac-address 0000.1234.5678
  standby 10 track 5 decrement 6
end
```

Below is the track configured in DSW1

```
DSW1#
DSW1#sh run | sec track
  track 5 interface FastEthernet0/0 line-protocol
  standby 10 track 5 decrement 6
DSW1#
```

This means that if the line-protocol in interface fa0/0 goes down then the priority of HSRP group 10 will be decremented by a value 6 as shown in the above picture. Now looking into the HSRP configuration for VLAN 10 it is clear that the priority is set to a value of 115, since the track objects (fa0/0) line protocol is down the priority reduces to 109 but still keeping DSW1 as Active Switch for VLAN 10.
Figure below confirms that DSW1 is still in the Active state for VLAN 10.

Let’s change HSRP standby 10 priority to 105 so that when fa0/0 goes down the HSRP priority on DSW1 is decremented by 6 making DSW1 the standby HSRP Layer-3 switch for VLAN 10.
It can be observed now that DSW2 has become the Standby device for VLAN 10.
Trace from PC1 shows first hop as 10.2.1.2 which is the IP address configured on vlan 10 interface in DSW2

```
PC1> ping 209.65.200.241
84 bytes from 209.65.200.241 icmp_seq=1 ttl=250 time=644.455 ms
84 bytes from 209.65.200.241 icmp_seq=2 ttl=250 time=409.888 ms
84 bytes from 209.65.200.241 icmp_seq=3 ttl=250 time=331.814 ms
84 bytes from 209.65.200.241 icmp_seq=4 ttl=250 time=309.843 ms
84 bytes from 209.65.200.241 icmp_seq=5 ttl=250 time=413.947 ms

PC1>
PC1>
```

We can see that the number of Hops have reduced to 6 from 7, this is due to the fact that now traffic from VLAN 10 is directly hitting DSW2.

We can also see that DSW2 is the active HSRP router for both VLAN 10 and VLAN 20
Now what if fa0/0 on DSW1 is brought up, ideally HSRP for vlan 10 should failover to DSW1 and traffic from PC1 should hit DSW1 and go to R4, let’s do that

We can see console message for HSRP for vlan 10 failing over from DSW2 to DSW1 and also EIGRP neighborship is established between DSW1 and R4. Also network between DSW1 and R4 is showing directly connected now.
Below shows that traffic from PC1 is hitting DSW1 and then R4 and we are also meeting the requirement of maintaining number of hops to 6 always.
Again shutdown fa0/0 in DSW1 for testing

```
DSW1#int fa0/0
DSW1(config-if)#shutdown
DSW1(config-if)#
```

We can see that DSW1 has become HSRP Standby for HSRP VLAN 10. Below shows traffic from PC1 is hitting DSW2, then R4 and then out to the internet. This shows that the hops between PC1 to webserver will always remain 6 hops.

```
PC1:
PC1> ping 209.65.280.241
84 bytes from 209.65.280.241 icmp_seq=1 ttl=250 time=776.472 ms
84 bytes from 209.65.280.241 icmp_seq=2 ttl=250 time=354.402 ms
84 bytes from 209.65.280.241 icmp_seq=3 ttl=250 time=207.497 ms
84 bytes from 209.65.280.241 icmp_seq=4 ttl=250 time=314.890 ms
84 bytes from 209.65.280.241 icmp_seq=5 ttl=250 time=333.304 ms
PC1:
```

The fault domain was DSW1, technology was HSRP and the solution was to adjust the priority in DSW1 for HSRP to failover between DSW1 and DSW2 so as to ensure that the number of hops between PC1 and webserver always remains 6 hops.
Case Study 6: Fault tolerance for VLAN 10 completely fails if DSW1 is down

Identify and Define: Fault tolerance for VLAN 10 completely fails if DSW1 is down. This means that devices in VLAN 10 are incapable of receiving IP address from the DHCP server and hence unable to reach out to other devices neither in the internal network or out to the external network outside EIGRP domain. This issue was created by powering down DSW1 in GNS3.
It can be observed that due to some issue in the network PC1 is unable of getting an IP address from DHCP server.

We can see from the below command “show standby brief” that DSW2 has taken over the role of active HSRP router for VLAN 10.

```
PC1> ip dhcp
DDD
Can't find dhcp server

PC1>
PC1>
PC1>
PC1>
PC1>
PC1> ip dhcp
DDD
Can't find dhcp server

DSW2#show standby brief
  P indicates configured to preempt.
  Interface  Grp Prio P State  Active    Standby    Virtual IP
VL10        10  100    P Active local  unknown    10.2.1.254
VL20        20  99     P Active local  unknown    10.2.2.254

DSW2#show standby vlan 10
Vlan10 : Group 10
  State is Active
    1 state change, last state change 00:01:36
    Virtual IP address is 10.2.1.254
    Active virtual MAC address is 0000.1234.5678
    Local virtual MAC address is 0000.1234.5678 (config)
    Hello time 3 sec, hold time 10 sec
    Next hello sent in 2.492 secs
    Preemption enabled
    Active router is local
    Standby router is unknown
    Priority 100 (default 100)
    IP redundancy name is "hsrp-Vl10-10" (default)

DSW2#
```
We can observe that IP helper address is configured in DSW2 but DSW2 cannot reach R4 which is the DHCP server.

```
DSW2# show ip helper-address
Interface  Helper-Address  VPN VRG Name  VRG State
Vlan10      4.4.4.4        0 None       Unknown
Vlan20      4.4.4.4        0 None       Unknown
DSW2#
DSW2#
DSW2#
DSW2#
DSW2#
DSW2#ping 4.4.4.4 source vlan 10
Translating "4.4.4.4"

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 4.4.4.4, timeout is 2 seconds:
Packet sent with a source address of 10.2.1.2
....
Success rate is 0 percent (0/5)
DSW2#
```

DSW2 is also not having any EIGRP routes in its routing table. DSW1, DSW2 and R4 are all running EIGRP, so definitely there’s some issue with EIGRP in DSW2 or R4. There are no EIGRP learned routes in DSW2’s routing table as can be seen below.

```
DSW2# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
        D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
        N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
        E1 - OSPF external type 1, E2 - OSPF external type 2
        i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
        IA - IS-IS inter area, * - candidate default, U - per-user static route
        P - periodic downloaded static route

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 4 subnets, 2 masks
C   10.2.4.12/30 is directly connected, FastEthernet0/0
C   10.1.4.8/30 is directly connected, FastEthernet0/1
C   10.2.1.24/24 is directly connected, Vlan10
C   10.2.2.24/24 is directly connected, Vlan20
C  192.168.1.0/27 is subnetted, 1 subnets
C   192.168.1.128 is directly connected, Vlan200
DSW2#
```
DSW2 cannot reach loopback of R4 but can ping 10.1.4.9 which is the IP address configured on the directly connected interface on R4.

DSW2 and R4 should be reachable to each other via EIGRP however EIGRP is not working on DSW2’s fast Ethernet 0/1 interface which is the interface in DSW2 connected to R4.
Looking into the “show ip protocols” command’s output we can see that DSW2 is advertising 10.1.4.8/30 network but the problem is fa0/1 is set as passive interface, due to this DSW2 will not form EIGRP neighbor relationship with the device connected to it on fa0/1 interface.

```
DSW2#show ip protocols
Routing Protocol is "eigrp 10"
| Outgoing update filter list for all interfaces is not set |
| Incoming update filter list for all interfaces is not set |
| Default networks flagged in outgoing updates |
| Default networks accepted from incoming updates |
| EIGRP metric weight: K1=1, K2=0, K3=1, K4=0, K5=0 |
| EIGRP maximum hopcount 100 |
| EIGRP maximum metric variance 1 |
| Redistributing: eigrp 10 |
| EIGRP NSF-aware route hold timer is 240s |
| Automatic network summarization is not in effect |
| Maximum path: 4 |
Routing for Networks:
- 10.1.4.0/30
- 10.2.1.0/24
- 10.2.2.0/24
- 10.2.4.12/30
- 192.168.1.128/27
Passive Interface(s):
- FastEthernet0/1
```

Looking into the running config for DSW2 it can be confirmed that fa0/1 is configured as passive interface.

```
DSW2#sh running-config | sec router eigrp
router eigrp 10
passive-interface FastEthernet0/1
network 10.1.4.8 0.0.0.3
network 10.2.1.0 0.0.0.255
network 10.2.2.0 0.0.0.255
network 10.2.4.12 0.0.0.3
network 192.168.1.128 0.0.0.31
no auto-summary
DSW2#
```
Let’s go ahead and disable passive-interface on fa0/1 at DSW2, as soon as this is done we can observe that EIGRP neighbor relationship with R4 (10.1.4.9) is up and established.

```
DSW2#conf t
Enter configuration commands, one per line. End with CNTL/Z.
DSW2(config)#router eigrp 10
DSW2(config-router)#
DSW2(config-router)#no passive-interface fa 0/1
DSW2(config-router)#
DSW2(config-router)#
DSW2(config-router)#
DSW2(config-router)#
```

PC1 is now getting IP address and is now able to ping the web-server

```
PC1> ip dhcp
DDORA IP 10.2.1.6/24 GW 10.2.1.254
PC1> ping 209.65.200.241
84 bytes from 209.65.200.241 icmp_seq=1 ttl=250 time
84 bytes from 209.65.200.241 icmp_seq=2 ttl=250 time
84 bytes from 209.65.200.241 icmp_seq=3 ttl=250 time
```

In this case study the fault domain was DSW2, technology was EIGRP and the solution was to disable passive interface for fa0/1 in DSW2 which brought up EIGRP neighbor relationship between DSW2 and R4. Then PC1 had reachability to R4 which is the DHCP server and PC1 was able to receive an IP address from the DHCP server and eventually ping the Web Server.
Case Study 7: ASW1 cannot reach the webserver

Identify and Define: In this case study the issue is that the access layer switch ASW1 which is primary serving VLAN10 is unable to reach the webserver at IP address 209.65.200.241. The objective is to find out the fault domain, the technology that is causing the issue and finally resolve the issue.
It can be observed that when ASW1 is trying to trace the web server it cannot go beyond 10.1.1.9.

Looking into the network topology, 10.1.1.9 is the IP address configured on R3’s interface that is facing R4, let’s login to R3 and check its routing table. It is clear that R3 does not have route to reach the webserver at 209.65.200.241 or the ISP subnet which is in 209.65.201.224/30 subnet.
It can be observed that router R3 has OSPF neighborship with R2 (10.1.1.5)

Looking into the routing table of R2, it also does not have route or default route to reach 209.65.200.224/30 network. Also it does not have OSPF neighborship with R1
We can see that OSPF is enabled in router R2

```
R2#show ip ospf interface S0/0.12
Serial2/0.12 is up, line protocol is up
    Internet Address 10.1.1.2/30, Area 12, Attached via Network Statement
    Process ID 1, Router ID 10.1.1.5, Network Type POINT_TO_POINT, Cost: 64
    Topology-MTID Cost Disabled Shutdown Topology Name
      0    64    no    no    no    Base
    Transmit Delay is 1 sec, State POINT_TO_POINT
    Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
    poll-resync timeout 40
    Hello due in 00:00:00
    Supports Link-local Signaling (LLS)
    Cisco NSF helper support enabled
    IETF NSF helper support enabled
    Index 1/1, flood queue length 0
    Next 0x0(0)/0x0(0)
    Last flood scan time is 0, maximum is 0
    Last flood scan time is 0 msec, maximum is 0 msec
    Neighbor Count is 0, Adjacent neighbor count is 0
    Suppress hello for 0 neighbor(s)
```

From the show command ‘Show ip ospf interface Se2/0.12’ it can be seen that OSPF is running in R2’s interface facing R1, network type is point-to-point, Hello and Dead timers are 10 and 40 secs and there is no OSPF authentication configured.

Let’s check the same in R1, the network type configured in R1 is point-to-point, Hello and Dead timers are 11 and 44 secs respectively, due to this R1 and R2 will not form OSPF neighborship.
Let’s check OSPF configuration in R1 and it is clear that hello timer for OSPF is set to 11 seconds in router R1.

Let’s fix this, by running the ‘no ip ospf hello-interval’ command which will set OSPF Hello timer to the default value of 10 seconds, we can see now that OSPF is forming neighbor relationship with R2.
However ASW1 still cannot reach the webserver

ASW1# ping 209.65.200.241
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 209.65.200.241, timeout is 2 seconds:
                    0% packet loss
Type escape sequence to abort.
Tracing the route to 209.65.200.241

1 192.168.1.130 36 msec 32 msec 36 msec
2 10.1.4.9 340 msec 220 msec 64 msec
3 10.1.1.9 172 msec 104 msec 168 msec
4 10.1.1.5 220 msec 148 msec 152 msec
5 10.1.1.1 224 msec 284 msec 176 msec
6 *
7 *
ASW1#
ASW1 can reach R1 i.e. 10.1.1.1 and R1 can reach the webserver.

So issue is something within R1 that is not allowing ASW1 to reach the webserver, maybe technology like access-list or Network address translation is causing the issue.

We can see that there’s Network address translation configured which is using an access-list named Go-NAT-Go. This means that the Source IP addresses that router R1 is able to NAT are defined in access-list named Go-NAT-Go.
Traceroute from ASW1 shows that first hop is 192.168.1.130 which means that ASW1 is sending pings with a source of VLAN 200 which is the management VLAN and hence will be blocked by the implicit deny in access-list Go-NAT-Go configured in router R1.

Let’s ping using source of vlan 10, we can observe that the ping to the webserver with source as vlan 10 is successful.
We can see that pings are successful, so for normal pings to work we can allow 192.168.1.131 in the ACL and that should fix the issue, let’s go ahead and do that.

```
R1(config-standard-nacl)#30 permit 192.168.1.131 0.0.0.0
R1(config-standard-nacl)#
R1(config-standard-nacl)#
R1(config-standard-nacl)#^Z
R1#
R1#
R1#
R1#
%SYS-5-CONFIG_I: Configured from console by console
R1#show access-lists
Standard IP access list Go-NAT-Go
   30 permit 192.168.1.131
   10 permit 10.1.0.0, wildcard bits 0.0.255.255
   20 permit 10.2.0.0, wildcard bits 0.0.255.255 (2 matches)
Extended IP access list DEFEND
   10 deny ip 10.0.0.0 0.255.255.255 any
   20 deny ip 172.16.0.0 0.15.255.255 any
   30 deny ip 192.168.0.0 0.0.255.255 any
   40 deny ip host 255.255.255.255 any
   50 deny ip host 0.0.0.0 any
   60 permit ip any any (1758 matches)
R1#
```

We can see that now ASW1 is able to reach the webserver without using vlan 10 as the source

```
ASW1#ping 209.65.290.241
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 209.65.290.241, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 172/251/388 ms
ASW1#
ASW1#ping 209.65.290.241 repeat 100

Type escape sequence to abort.
Sending 100, 100-byte ICMP Echos to 209.65.290.241, timeout is 2 seconds:
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!
Success rate is 98 percent (98/100), round-trip min/avg/max = 140/228/536 ms
ASW1#
```
In this case study the fault domain was router R1, technology was OSPF and Access-List and the solution was to make OSPF hello timer in router R1 to be same as that of router R2 so that OSPF neighbor relationship could be established between routers R1 and R2. Another thing that had to be done to allow pings to the webserver without source of vlan 10 was to allow IP address 192.168.1.131 in the access-list named Go-NAT-Go so that router R1 could perform network address translation on ASW’s vlan200 IP address of 192.168.1.131
Case Study 8: PC1 in VLAN 10 can’t ping the web server

**Identify and Define:** In this case study PC1 which is in VLAN 10 is unable to ping the web server at 209.65.200.241. The objective is to find out the fault domain, the technology causing the issue and finally resolving the issue.
Looking closely into the IP configuration we can see from the above figure that PC1’s IP address and the default gateway are in different subnets. This is the reason PC1 is unable to ping its default gateway. This looks to be a DHCP server issue.

R4 is the DHCP server in the topology, let’s do some investigation in the DHCP server.

```
PC1> ip dhcp
DORA IP 10.2.1.6/28 GW 10.2.1.254
PC1> sh ip
NAME : PC1[1]
IP/MASK : 10.2.1.6/28
GATEWAY : 10.2.1.254
DNS : 
DHCP SERVER : 10.1.4.9
DHCP LEASE : 8994, 9000/4500/7875
MAC : 00:50:79:66:68:91
LPORT : 20501
RHOST:PORT : 127.0.0.1:10003
MTU : 1500
PC1> ping 10.2.1.254
host (10.2.1.254) not reachable
```
We can see that there are two DHCP pools defined in router R4, let’s check the running configuration of DHCP in R4.

As we can see that the first DHCP pool named SUBNET-10 has subnet mask of 255.255.255.240 which is limiting the usable IPs in this subnet from 10.2.1.1 to 10.2.1.14. Let’s correct the subnet mask for SUBNET-10.
We can now see that PC1’s IP address and default gateway are in the same subnet.

Let’s ping the web server now, PC1 is able to successfully ping the web server.

The fault domain was router R4 which is the DHCP server, technology causing the issue was DHCP and the issue was resolved by changing the subnet mask of the DHCP Pool named SUBNET-10 from 255.255.255.240 to 255.255.255.0 which made PC1’s IP address and its default gateway in the same subnet hence making PC1 to reach R4 which is the DHCP server.
Summary

In this chapter the design and setup of the implemented network is clearly explained. Eight different case studies were solved using the approach of Identify, Define, Diagnose and Resolution. The next chapter will discuss the results and recommendations from the study.
Chapter V

RESULTS, CONCLUSION, AND RECOMMENDATIONS

Introduction

Troubleshooting computer networks is an art, the more one spends time troubleshooting, the better one will become. Different people will have different methods and approaches to troubleshooting. What works for one person might not work for the other person. A seasoned professional will have vast knowledge and experience to call upon when needed whereas a beginner will have to do more research and may need help while trying to solve an issue. This chapter is devoted to explaining the results, recommendations and future work.

Results

How easy is it to resolve network issues without a structured approach?

How can uptime of networks improved?

Today’s enterprise networks are large and complex. As the complexity increases resolution also becomes arduous. The technical skills one needs to have while trying to fix the issue is one aspect, however troubleshooting methodology and approach is another. After an issue is reported, the first step toward resolution is clearly defining the issue. When there is a clearly defined issue it helps with diagnosing the issue and a hypothesis about what is most likely causing the issue can be proposed. In some cases there may be number of likely causes and after identifying suspected underlying causes, one can define approaches to resolving the issue and
select what may be the best approach to solve the issue. The case studies implemented and solved in my research using methodical approach of "Following the traffic path" and troubleshooting approach of Identifying, Defining, Diagnosing and resolving clearly indicates that troubleshooting becomes easy when using a structured approach. In each of the case studies it can be noted that diagnosis has been done correctly and the issue has been resolved in the first attempt with the correct solution. This approach makes Network troubleshooting easy and simple which would help resolve network issues in a shorter span of time and eventually keep the networks up and running as much as possible.

Conclusion

Troubleshooting is one of the most challenging task that network professionals face. On top of that the need to find the root cause of a problem with a limited time under pressure is a tough job. Network usually don't fail during a favorable time. Networks may go down when businesses are running at their peak and the need to keep the network up and running is intense. After a problem has been identified and defined it is essential to isolate the true cause of the problem from irrelevant factors before trying to fix the problem. Troubleshooting is more of an art form than science. To be an effective and efficient troubleshooter one must approach the issue in an organized and methodical manner. It is important to note that the troubleshooter should look for the root cause of the issue rather than its symptoms. As an effective troubleshooter one needs to learn to quickly eliminate causes which are not relevant and not related to the issue. This allows the troubleshooter to concentrate on things that might help determine the root cause of the issue and resolve network issues faster. To achieve this, one must approach network issues with a systematic approach.
Future work

The future work should involve using IPv6 since IPv6 is the future of networking. IPv6 provides a much larger IP address space compared to IPv4. IPv6 is the future as far as IP addressing is concerned. Building a simulated environment using IPv6 addressing space and various networking technologies will be a great way to test how this methodology of Identifying, Defining, Diagnosing and Troubleshooting works along with approaches like “Following the traffic path”, “Top-down”, “Bottom-up” approaches etc.
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