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Abstract

There has been a tremendous increase in the usage of electronic devices day by day.
With the increase in usage of electronic devices, technology keeps on emerging. Due to the
emergence of new technologies, there has always been a scope for the hackers to cash the
loopholes that are available which resulted in a hefty increase in cyber crimes. Consequently,
the number of investigations that require digital forensic expertise have been resulting in a
huge evidence backlogs that are being encountered by the law enforcement agencies all over
the world. It is anticipated that the number of cases that would require digital forensics is
likely to be increased in future.

The primary storage technology used for digital information has remained constant
over the last two decades in the form of the magnetic disc. For decades, Hard drives have
been dominating the market due to their cost and capacity. However, things are being
developed and manufactured to be faster and smaller but there are few changes that truly
turned to be technological revolutionary. Solid states drive familiarly known as SSD have
crept up on us as they arrive under cover of the previously known technology. This paper
demonstrated that the assumptions about the behavior of a storage media are no longer valid,
how modern storage devices will operate under their own volition without any computer
instructions. These operations are highly destructive of traditionally recoverable data. This
would contaminate evidence, can make validation of digital evidence reports difficult, it can
complicate the process of live and dead analysis recovery and can also complicate and
frustrate the post recovery forensic analysis. This paper compared the key evidence that were
identified in an HDD and SSD and discussed the key features that make SSD self-Destructive
and cause difficulties for Forensic Investigations.
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Chapter I: Introduction
Introduction

Digital forensics (n.d.) is the collection and analysis of data from computers and digital
devices such as mobiles for obtaining an evidence . Digital forensics has played a very crucial
role over the past three decades in criminal, civil or corporate investigations. There are few areas
of dispute or crime in which computer forensics cannot be applied. The earliest and heaviest
users of digital forensics have been law enforcement agencies and they have been consequently
at the forefront for the development of the field.

Computers are often prone to hacking or denial of service attacks and they hold evidence
in the form of documents, internet history, emails and other files which are relevant to crimes
such as fraud, drug trafficking, murder, and kidnap. Computer constitutes a ‘scene of crime.” Not
only the content of documents, emails and other files which create interest to the investigators
but also metadata that is associated with the files. A forensic examination would report when a
document is being created, when was it first found in the system, when it was last edited, when
was it last modified, last saved, or printed and the user who carried all these operations (Justice,
2007).

Many commercial organizations have been using forensics for their benefit in a variety of
cases such as bankruptcy investigations, employment disputes, industrial espionage, regulatory
compliance, fraud investigations, forgeries, intellectual property theft, inappropriate email, and
internet use in the workplace.

As per some of the estimates, it states that almost 95% of the criminal cases would leave

evidence that could be captured and analyzed through a common computer forensic procedure.
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Many of the criminals are getting smarter these days, data hiding techniques such as
steganography and encryption can put evidence of criminal activity where in traditional search
methods cannot be able to find them. Encryption is scrambling data such as an email message so
that it cannot be read if it is intercepted in transit. Steganography is hiding the message in a
larger file typically like in a photographic image or in a sound file.

Computer forensics is not just about the detective work,i.e.,searching for and attempting
for discovering information. It is also concerned with handling the sensitive data responsibly and
confidentially. It about taking certain precautions to ensure the integrity of data, taking
precaution to not nullify findings by corrupting the data and staying within law and rules of
evidence (Service, 2009).

Following are the steps that are common in all forensic investigations (Security, 2009):

(@) Collection, (b) Examination, (c) Analysis, and (d) Reporting.

»

Figure 1. The Forensic Process (Security, 2009)

[STETLIL LT

e Collection. Identify, isolate, label, record, and collect the data and physical evidence
that are related to the incident being investigated while establishing and maintaining
the integrity of evidence through chain-of-custody.

e Examination. Identify and extract relevant information from collected data, using
the appropriate forensic tools and techniques, while continuing to maintain the

integrity of evidence.
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e Analysis. Analyze the results of the examination to generate useful answers to
questions presented in the previous phase. The case is typically being solved in this
phase.

e Reporting. Reporting the results of analysis being made which includes findings that
are relevant to the case, actions that were performed, actions that are left to be
performed, recommended improvements to procedures and tools.

The most frequently investigated are Identifying the theft, Fraud, and embezzlement,
Software privacy and hacking, Blackmail and extortion, Child Pornography and Exploitation,
Terrorism and national security, Prostitution, infidelity, domestic violence, Theft of intellectual
property and trade secrets (Ashcroft, 2001).

The evidence that can be recovered in Network Intrusion and Hacking investigations
include Network usernames, Internet protocol addresses, executable files, security logs,
configuration files, text files and other documents containing sensitive information such as
passwords. Evidence can be recovered in Identifying Theft investigations include Identification
of templates, electronic images and signatures, credit card numbers, online trading information
and credit card reader/writer/scanner. In Harassment and stalking investigations, we can recover
victim background information, maps to victim locations, photos, diaries, internet activity logs,
emails, notes, and letters (Solomon, 2005).

Problem Statement

Day-by-day technology is developing, even the hackers are getting updated with the new
technology and are becoming more powerful. The crime rate has been increasing day by day.
There are many cases which can be solved using digital forensics. However, these days due to

the advanced technology utilized by the Solid-state drives is posing a risk of finding the key
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evidence when compared to that of magnetic hard disk drives. Digital forensics has found some
traditional mechanism for cracking the evidence easily for hard drives as they are working on the
same from decades. However, these mechanisms cannot be applied to solid state drives due to
advanced features. This paper research problem is to investigate the key factors which are
causing risk for the forensic investigators for finding evidence in solid state drives, analyze the
results obtained from both hard drives and solid-state drives.

Nature and Significance of the Problem

Digital forensics plays a very crucial role in solving some complex cases. Forensic
investigators have followed some traditional mechanisms for solving these cases on hard drives.
As technology keeps on changing day by day, we are currently using solid state drives which
came in as a competitor for hard disk drives. However, the mechanisms that were successful for
cracking evidence in hard drives were not successful in the case of solid state drives (Kipp,
2015). As per the recent analysis, it was found that 40 out of 100 people are opting for solid state
drive instead of a hard drive. If this continues and when we reach a stage wherein there are only
solid-state drives and no hard drives will digital forensic be able to solve these cases? What
exactly is the reason behind the evidence destruction in solid state drive? This paper provides the
key features of solid state drive which trouble forensic investigators and compares the results
obtained from a hard disk and a solid-state drive.

Objective of the Study

The main objective of the study is to find out why the forensic investigators are facing
troubles finding evidence in SSD’s when compared to that of HDD’s. This study will also
compare the results obtained from Hard disk drives and solid-state drives by using a forensic

tool.
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Study Questions

The study questions revolve around the challenges being faced by digital forensics due to
solid state drives, why solid-state drives destroy the court evidence and what can be done about it
and what is the importance of TRIM on an SSD.

Limitations of Study

This study does not attempt to change the existing methods for extracting evidences, but
only suggests the different challenges being faced by the forensic investigators using the
traditional methods for extracting key evidences, explains the different evidence destruction
mechanisms available in an SSD which help destructing the evidences.

Definition of Terms

Digital forensics. Digital forensics (sometimes known as digital forensic science) is a
branch of forensic science encompassing the recovery and investigation of material found in
digital devices, often in relation to computer crime. The term digital forensics was originally
used as a synonym for computer forensics but has expanded to cover investigation of all devices
capable of storing digital data. With roots in the personal computing revolution of the late 1970s
and early 1980s, the discipline evolved in a haphazard manner during the 1990s, and it was not
until the early 21st Century that national policies emerged (wikipedia, 2005).

Hard disk drive. A hard disk drive (HDD), hard disk, hard drive or fixed disk is a data
storage device that uses magnetic storage to store and retrieve digital information using one or
more rigid rapidly rotating disks (platters) coated with magnetic material. The platters are paired
with magnetic heads, usually arranged on a moving actuator arm, which read and write data to
the platter surfaces. Data is accessed in a random-access manner, meaning that

individual blocks of data can be stored or retrieved in any order and not only sequentially. HDDs


https://en.wikipedia.org/wiki/Forensic_science
https://en.wikipedia.org/wiki/Computer_crime
https://en.wikipedia.org/wiki/Computer_forensics
https://en.wikipedia.org/wiki/Computer_data_storage
https://en.wikipedia.org/wiki/Home_computer#The_Home_Computer_.22Revolution.22
https://en.wikipedia.org/wiki/Data_storage_device
https://en.wikipedia.org/wiki/Data_storage_device
https://en.wikipedia.org/wiki/Magnetic_media
https://en.wikipedia.org/wiki/Digital_data
https://en.wikipedia.org/wiki/Hard_disk_platter
https://en.wikipedia.org/wiki/Disk_read-and-write_head
https://en.wikipedia.org/wiki/Actuator
https://en.wikipedia.org/wiki/Random-access
https://en.wikipedia.org/wiki/Block_(data_storage)
https://en.wikipedia.org/wiki/Sequential_access

18
are a type of non-volatile storage, retaining stored data even when powered off (Hard disk drive,
n.d.).

Solid state drive. A solid-state drive (SSD, also known as a solid-state disk) is a solid-
state storage device that uses integrated circuit assemblies as memory to store data persistently.
SSD technology primarily uses electronic interfaces compatible with
traditional block input/output (1/O) hard disk drives (HDDs), which permit simple replacements
in common applications. New I/O interfaces like SATA Express and M.2 have been designed to
address specific requirements of the SSD technology (Solid state drive, n.d.).

Summary

In this section, we had an introduction of what is digital forensics. The steps that are
being followed in a forensic investigation. As crimes have been increasing daily the need for
digital forensics has been increasing day by day for solving some of the most crucial cases.
However forensic investigators are facing some tough time with the advanced storage device
named solid-state drives. What makes solid-state drives more difficult to crack for investigators
who have been successful over decades over hard disk drives? What are the special features this
drive has? How is it able to destroy the evidence? Comparing of the evidence obtained from both
these drives is a crucial part of this research. In next chapter, we are going the discuss in detail

about the problem and the mechanism of operation of both the HDD and SSD.


https://en.wikipedia.org/wiki/Non-volatile_storage
https://en.wikipedia.org/wiki/Solid-state_storage
https://en.wikipedia.org/wiki/Solid-state_storage
https://en.wikipedia.org/wiki/Integrated_circuit
https://en.wikipedia.org/wiki/Computer_storage
https://en.wikipedia.org/wiki/Persistence_(computer_science)
https://en.wikipedia.org/wiki/Block_(data_storage)
https://en.wikipedia.org/wiki/Hard_disk_drive
https://en.wikipedia.org/wiki/SATA_Express
https://en.wikipedia.org/wiki/M.2
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Chapter I1: Background and Review of Literature
Introduction

To understand the problems faced by forensic investigators in cracking evidence from a
solid-state drive when compared to that of a hard disk drive, we first need to understand the
functioning of both these drives. Although both are meant to store information, the way
information is being stored, what happens when data is being modified and when data is deleted
is the key to understanding the challenges in retrieving information. In this chapter, we will be
discussing the functioning of hard disk drives and solid-state drives in details, in detail
functioning of each part, the concept used for the storage of information.

Background Related to Problem

Hard disk drives and Solid-state drives are used for storing information in a personal
computer, Laptop, tablets. Although both the drives are meant to look similar and have the same
purpose,i.e.,storing information the mechanism behind the working of these drives is completely
different. Due to the change in the mechanism and some special features in a Solid-State Drive,
the forensic investigators are not able to follow the same traditional method that was successful
over decades for retrieving evidence in a hard disk drive over in solid-state drive. So, let us
discuss in detail the mechanism involved in both drives.

Literature Related to the Problem

Hard Drives

Like many inventions that took place in 20" Century computing, hard drives are being
invented at IBM as a way that could help computers with a rapidly accessible Random-Access
Memory. Many other computer memory devices such as punched cards and reels of magnetic

tapes had issues with accessing the data. Data could be accessed serially only, i.e., from
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beginning to end. So. If I was trying to retrieve some information which is in the middle of the
tape, you need to scan or read entire thing slowly to find out what you want. All the issues were
being fixed in Hard drives which have the capability to move from one part of the disk to other
very quickly and access the information easily. IBM’s Reynold B. Johnson developed the first
hard drive and announced it on September 4- 1956 as the IBM 350 Disk Storage Unit (Bodo,
1996).

Hard drives are the most widely used storage devices from over decades. A hard drive
is an incredibly efficient computer memory device that uses the concept of a simple magnetism
to store a very vast amount of information. They have been invented 50 years ago, and have
been used in the personal computer from the mid-1980s. Thinking and calculating is being
done by the microprocessor on your computer, but it is the hard drive that gives a computer its
prodigious memory and helps to store digital photos, text documents, music files and much
more (Mamun, Guo, & Bi, 2007). But how does it work?

Storing Information using Magnetism

It is very complex to understand the science of magnetism. But by understanding the
technology with the help of a magnet and nails,i.e.,the science in action it is very simple. A
simple iron nail is unmagnetized, but if you rub a magnet back and front over them then they
tend to use the magnetic power and stick to one another. Magnetism has some practical, simple
uses. Considering the example of junkyards which use electromagnets for picking and moving
around piles of a metal scrap (Daniel, 2011).

Magnetism has another important use. Suppose you are looking to leave a message for a
friend, all you have is a magnet and an unmagnetized iron nail. The message which you need to

convey is a simple one,i.e.,either if you are going to meet your friend in the evening or if you
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cannot make it. So, you choose to leave a nail in your friend’s mailbox as a means of
communication on your decision. The concept behind the nail is simple, if the nail is magnetized
then you will be meeting him in the evening and the vice versa if the nail is unmagnetized. Once
your friend reaches home and checks his mailbox he finds a nail, he then collects it and uses a
paper clip to verify whether it is magnetized or unmagnetized. By using the result, he concludes
whether you will be meeting him or not. Here the iron nail is storing information of your
meeting. So, magnetism can be used to store information.

Relating the concept which is illustrated above let us see how it works in computers.
Suppose you have a computer that has a hard drive of 20-gigabyte capacity, it is like a box which
contains 160,000 microscopically small iron nails, each nail would store a tiny piece of
information known as a bit. The bit is a binary digit which can be either a number 1 or number 0.
In computers, information is being stored in the pattern of binary digits. For example, a computer
stores a capital letter A as a decimal number 65 also represented as 1000001. So, for storing the
information in a big box of nails,i.e.,your computer you would magnetize the first nail for storing
1 and demagnetize the next five digits for storing 0 and magnetize the last digit to store 1.

Hard Drive Functioning

It is very difficult to hold 160,000 nails in a big box and use it as a hard drive in your
computer. So, the hard drives that we use do not really contain any nails. The hard drive contains
a large shiny circular plate of magnetic material known as a platter which is divided into billions
of tiny areas. Each of these areas can be independently magnetized to store a 1 or demagnetized
to store a 0. The concept of magnetism is used in a computer to store information even there is
no power supply. This is the same concept of an iron nail which stays magnetized until we

demagnetize it.



Figure 2. Hard Drive Components (Woodford, 2015)

A hard drive has only a few basic parts. There are one or more silver platters where the
information is being stored magnetically, an arm mechanism that helps move a tiny magnet
known as a read-write head back and front over the platters for recording and storing the
information. There is an electronic circuit that controls everything and would act as a link
between your hard drive and your computer (Mamun et al., 2007).

1. The actuator moves the read-write arm. In earlier hard drives, stepper motors
were used for moving the read-write arm. In the latest hard drives, voice coils are
being used. As the name resembles these are simple electromagnets working like
the moving coils that make sounds in loudspeakers. They are less sensitive to
problems like temperature variations and position the read-write arm more
reliably, precisely, and quickly when compared to stepper motors.

2. Read-write arm swings the read-write head both back and forth across the platter.

3. Central spindle helps the platter to rotate at a high speed.

4. Information is being stored in the Binary form in a Magnetic platter.

5. The hard drive is being linked to the circuit board in a personal computer by the

help of plug connections.
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6. A tiny magnet at the end of the read-write arm is the read-write head.

7. The flow of data to and from the platter is controlled by the circuit board.

8. The flexible connector is used to carry the data from the circuit board to read-

write header and platter.

9. Spindle helps the read-write arm to swing across the platter.

The most important part of hard drives is platters. They are made up of a hard material
such as glass and aluminum, coated with a thin layer of metal which can be demagnetized and
magnetized. A hard drive of the small size typically has a single platter, each side has a magnetic
coating. Bigger hard drives have a series of platters that are being stacked up on a central spindle
with small gaps between them. Platters typically rotate at 10000 revolutions per minute so that
the read-write headers can access any part of them. Each platter has two read-write heads, one
which could read the top surface and other which could read the bottom surface. Read-write are
being mounted on an electronically controlled arm which moves from center of the drive to the
outer edge and back again. Reducing the wear and tear the read-write head does not touch the
magnetic platter, there is a layer of air or fluid in between them,i.e.,in between the head and the
magnetic platter surface (Mueller, 2015).

Reading and Writing Data

Storing the information is not a big task, but to find the information whenever it is needed
is a tough task to do. Suppose you are storing a nail in a pile of 1.6 million identical nails and at a
later point of time if you need to get hold of this nail and if there is no methodical way for doing
this then it would take hours or days for doing so. Now relating the same to the computer, if it
did not use a very methodical way, we can imagine the pain it gets through for finding that

simple information.
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When information is being stored on a hard drive by the computer, it does not just throw
the magnetized nails into a box with all jumbled together. On each platter, data is being stored in
very orderly manner. Bits of data are being arranged in concentric circular paths called tracks.
Tracks are being broken into smaller areas known as sectors. Part of the hard drive stores sectors
that are already been used up and others which are still free. This map is known as File
Allocation Table in windows. When the computer needs to store some information, it looks at
the file allocation table or the map to find some free sectors for storing the information. Once it
could locate some free sectors then it instructs the read-write head to move across the platter
exactly to the right location and store the information there. For reading the information the same

process is being followed in a reverse manner (Bajorek, 2014).

Figure 3. Actuator Arm. Left: The Actuator arm will swing the head back and forth to ensure it
is in the exact position on the drive. Right: The extreme tiny end of the hard drive that writes to
and reads from the platter (Woodford, 2015)

Hard Drive is a remarkable piece of engineering with so much information being stored
in a tiny space. There are certain drawbacks too, one of that is hard drives can go wrong if they
get dirt or dust inside them. The read-write head can be bounced up and down and may crash
into the platter resulting n damaging the magnetic material due to a tiny piece of dust. This is

also known as a disk crash or a head crash which could result in loss of information on a hard

drive.
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Solid State Drives

A solid state drive (SSD) is a solid-state storage device that uses an integrated circuit
assembly as a memory to store data persistently. SSD’s do not have any moving mechanical
components. Solid state drive uses a semiconductor chip, not magnetic media for storing data.
Over the past few decades, there has been a considerable amount of work being done in the field
of computers hardware. Even though the computer technology has been constantly improving
and evolving we rarely experience that feeling where we sit back and say, “wow that’s amazing.”
It is very rare to find a computer upgrade that would single-handedly transform our desktop
experience. We might be replacing a monitor with the latest led technology, upgrade our video
card for the best gaming experience, or install an additional RAM for faster processing.
However, the experience would feel the same at the end. But when there is a switch from hard
drive to solid state drive suddenly everything is fast (Aaronson, 2008).

For understanding the SSD technology, we would need to understand the basic overview
of computer architecture. To make it simple, the computer’s memory architecture is being
divided into three sections namely cache, memory, and hard disk. Each section has a critical
function that determines the way they operate.

Cache is the innermost memory unit. Cache is used as a sort of playground for doing all
calculation and procedures as the computer operates. The data access is instantaneous, electrical
pathways to the cache are the shortest because the cache is mandatory. Memory is the middle
ground for computer known as RAM, Random Access Memory. RAM is the place where
information is being stored related to processes running on your machine and active programs.
Access to the memory is slow when compared to that of cache. A hard disk is a place where

everything is being stored for performance. Hard disk stores all our configuration files,
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programs, music files, documents, and more. When a file is needed to be accessed or when we
need to run a program it needs to be loaded from the hard disk and then into the memory (Evans,
2012).

There is a vast difference in speeds. Cache and memory operate at a speed of
nanoseconds, hard disk operates at a speed of milliseconds. The reason behind the change in
speeds is to do the spinning of the hard drive, it needs to spin to the right location for retrieving
information. So, it is clear that before the computer can do anything it needs to wait for the
response from the hard disk. The hard disk is the key bottleneck, no matter how fast everything
else works, the faster the hard disk works the faster we can operate. This gave an advantage for
the SSD to step in. The bottleneck would be cut down by a factor of 10, single handling by
cutting a massive chunk of wait time when using a computer.

SSD: How they Operate?

Solid state drives use memory known as “flash memory” that is similar to a RAM.
However, RAM clears whenever the computer is power down but SSD memory would remain
the same even there is a power loss. SSD’s use a grid of electrical cells for sending and receiving
data. Grids are being separated in the section known as pages, pages are the place where data is
being stored. These pages clumped together and form blocks. SSD can write to empty pages in a
block, in Hard disk data can be written to any location on the magnetic plate at any time,i.e.,data
can be overwritten easily. SSD’s cannot overwrite the data, SSD should first find an empty page
in the block and write data to that empty page. When enough pages in the block are being
marked as unused the SSD will take the content of the block, commit that to the memory, and
would erase the whole block. Once it is done, it would take the committed image and will reprint

it on that block without unused pages (Goble, 2012).
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How SSD Work

To understand the functioning of an SSD, we first need to know the two most important
parts: The controller and NAND flash memory. These components along with few others are
being placed on a PCB known as printed circuit board which is being housed in a casing known
as SSD.

Controller. Controller is an embedded processor that bridges the flash memory
components to host, i.e., computer. The controller executes the codes that are provided by the
SSD’s firmware, i.e., the mini operating system to fulfill data requests received from the host.
The controller would decide how SSD would perform and the features it offers. The popular
functions and features decided by the controller include reading, writing, error checking, erasing,

garbage collection, encryption, wear-levelling, overprovisioning, and RAISE (Seagate, 2012).

[ Controller J —
— — P —— ssp PcB

Figure 4. Solid State Drive (Ngo, 2013)
NAND Flash Memory

Modern solid-state drives use NAND flash memory which is an integrated circuit
designed for storing information. Enterprise solid state drives use a single-layer cell NAND, i.e.,
SLC NAND, whereas consumer grade SSD’s use a multilayer cell NAND. The former is fast and
would last longer than the latter; however, it is more expensive. As these are not magnetic

platters, writing to an SSD occurs when the controller programs the memory cells for storing the
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information. The memory shell would store voltage and would be either on 1 or 0 state, which
allows them to store data in binary form. Come to reality writing data to an SSD is a complicated
process. However, reading data is relatively simple because the controller does not have a lot to
work to do (Masuoka, 1987).

These NAND flash memory cells come with some interesting attributes. Firstly, they can
be programmed for a limit amount of time before they become unreliable. This is known as a
program-erase (P/E) cycle or write endurance. For reducing this effect, the controller uses a
technique named wear-levelling which makes sure that the drive’s memory chips are being used
effectively cell by cell before the first cell could be written on again. Secondly, unlike the Hard
drives, NAND flash memory cannot overwrite the existing data. Old data must be erased before
new data can be written to the same location. The inefficiency in erasing data is the third
attribute of flash memory. In an SSD the memory cells are being grouped together into a
page,i.e.,typically 4kb each and the pages are being grouped together into blocks which are
typically 512kb each or 128 pages. Data can be written page by page; however, it can only be
erased block by block (Hutchinson, 2012).

When we try to delete some data or even empty the recycle bin in an SSD, there would be
no erasing taking place. The operating system such as Windows which uses a TRIM command
would just mark the data that you wanted to erase as invalid or stale page by page. However, the
actual erasing is being done only when the user writes new data to the drive. So, until and unless
you are using the SSD drive for the first time, there would be no writing to that drive that
happens without erasing taking place first. This would result in a controller having to do

something known as garbage collection while writing data to SSD. Wear leveling and garbage
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collection would cause the data to be re-written on SSD from one place to another with a
phenomenon called as write amplification.
Drawbacks of SSD

The main problem behind SSDs is inherent in the flash memory, i.e., it could sustain only
a finite number of writes before it dies. There is a lot of science which goes in to explain the
phenomenon behind this, but it suffices to say that, when an SSD has used the electrical charges
within, the cells must be periodically reset. Unfortunately, the electrical resistance increases
slightly during every reset which increases the voltage necessary to write in a cell. The voltage
becomes so high that the cell becomes useless. Thus, there are a finite number of writes (Ngo,
2012).

Literature Related to Methodology

The functioning of hard disk drive and solid-state drive is discussed in the above section.
Now we have a clear picture of what happens when we write data to an HDD or SSD. When data
is deleted or modified, there are some predefined mechanisms that undergo in both HDD and
SSD, these help the forensic investigators in retrieving key evidence. In this paper, we are going
to compare the results obtained from both hard disk drive and a solid-state drive when data is
modified, deleted, or updated, and analyze these results. The mechanisms are different in both
hard disk drive and a solid-state drive. Following is a general comparison of a solid-state drive
and a hard disk drive.
SSD vs. HDD

Both Hard drives and SSDs do the same job of booting our system and storing our
applications and our personal files. But each type of storage has its own unique feature set. Let

us now discuss how they differ with one another.



30

Price. SSDs are expensive when compared with that of Hard drives in terms of dollar rate
per Gigabyte. A 1 Tb internal hard disk is available for around $40-50; however, an SSD with
the storage capacity would cost you around $200.. Translating it to per gigabyte, it would cost 4
to 5 cents per gigabyte for a Hard drive and 19 to 20 cents per gigabyte for a solid-state drive.
Since the hard drives use the older and most established technology they will remain inexpensive
for near future. Extra hundreds would push our system price over budget in case of SSD
(Domingo, 2017).

Maximum and common capacity. The maximum capacity at present that is provided by
an SSD is 4Tb, these are rare and costly to find. In the case of hard-drives, we generally find 500
GB to 1 TB as the primary drives for systems. In 2017, the base hard drive is 500gb, pricing
concerns push it down to 128gb for SSDs. Multimedia users would require even more, i.e., 1TB
to 4TB drives common in high-end systems. As the storage capacity increases, more stuff could
be kept on your PC. Cloud-based technology is good for housing files that we plan to share

among our phone, PC, and tablet, but the local storage is inexpensive and we should buy it once.

Figure 5. HDD vs. SSD Comparison. Similar outside appearance, however, no common
internally of an SSD and HDD (Ngo, 2013)

Speed. This feature makes SSD shine over HDD. An SSD based system would generally
boot within a minute and mostly in just seconds. A hard drive would require time to speed up to

operating specifications and it would continue to be slower than an SSD during the normal use.
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A personal computer or a MAC with SSD would boot faster, launch, and run apps faster and
transfer the files faster. Whether we are using our computer for fun, business or school works
this extra speed would be the difference between finishing on time and lagging (Hesse, 2017).

Fragmentation. Due to larger recording surfaces, hard drives will work best for larger
files that are being laid in continuous blocks. The drive head can start and end its read in one
continuous motion. Large files become scattered around the disk platter causing the drive to
suffer from fragmentation when hard drives start to fill up. The read-write algorithms have
improved to point out that the effect is minimized, however, hard drives can still become
fragmented. SSDs do not get fragmented; however, the lack of physical head means that data can
be stored anywhere. Thus, the SSDs are faster.

Durability. SSD does not have any moving parts in it, so it is likely that your data is safe
in event of dropping your laptop bag or any damage due to mishandling. Most hard drives would
park their read-write heads when the system is turned off, but the head would be flying over the
magnetic plate within nanometers distance during operation. Even though the head is being
parked when turned off, the brakes have certain limits. So, it is recommended for SSD for rough
operation (Devine, 2016).

Availability. Hard drives are plentiful in the budget and older systems. SSDs are
becoming prevalent in recently released laptops. Product lists from Toshiba, Hitachi, Seagate,
and Samsung are still skewed in favor of hard drives rather than SSDs. PCs and MAC desktops
will have internal hard drives at least for the next couple of years. SSD model lines are growing
day by day in number. The witness is the number of thin laptops with 256 to 512 GB SSD

installed in replacement of hard drives.
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Form factors. Since hard drives consist of spinning platters, there is a limit for how
small they could be manufactured. There was an initiative made for the development of a 1.8-
inch spinning hard drive but it was stalled at about 320GB, as phablet and smartphone
manufacturers have settled on flash memory as primary storage. SSD does not have any such
limitation, as time goes on they can shrink further. SSDs are available in 2.5-inch laptop drive
sized boxes, but it is just for convenience. As laptops continue to become slimmer and as tablets
take over as the primary platforms for web surfing, then we would see the adoption of SSDs
skyrocket (Brendan, 2017).

Noise. Even quietest hard drive would make some noise during the drive spinning or read
arm moving back and forth, particularly when it is in a system that is been banged about or if it is
improperly installed in an all metal system. Faster hard drives will make more noise when
compared to that of slower. SSDs do not make any noise as they are non-mechanical.

As far as longevity, it is true that SSDs would wear out over time. TRIM command
technology dynamically optimizes the read-write cycles, you are more likely to discard the
system for obsolescence after six years or so before you get started with read write errors with an
SSD. There are several tools that monitor the S.M.A.R.T status of your SSD or Hard drive and
would let us know if we are approaching the drives end of life.

Following is a tabular comparison of hard drives and solid-state drives:



Table 1. Comparison of HDD and SSD (Baxter, 2015)
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Attribute

Solid State Drive

Hard Disk Drive

Battery Life/ Power Draw

Capacity

Noise

Cost

Operating system Boot time

Heat Produced

Vibration

Failure Rate

Encryption

File Opening Speed

File Copy/ Write Speed

Magnetism Affected?

Less power draw, averages 2-3 watts which
result in 30 plus minutes’ battery boost

Not larger than 1TB for notebook size drives and
4TB maximum for desktops
No moving materials and so no such sounds

Costly, around $ 0.23 per gigabyte based on the
buying a 1TB drive

Around 10-13 seconds of average boot time

Lower power drawn and no moving parts. So
little heat is produced.

As there are no spinning or moving parts there
are no signs of vibration

Mean time between failure rate of 2.0 million
hours

Full Disk Encryption (FDE) is supported on
some models

Up to 30% faster than HDD

Generally, above 200 MB/s and up to 550 MB/s
for cutting edge drives

An SSD is safe from any effects of magnetism

More power draw, averages up to 6-7 watts
and therefore would use more battery

Around 500 GB and 2TB maximum for
notebook size drives and 10TB for
desktops

Audible clicks and spinning can be heard

Cheap, around $ 0.03 per gigabyte, very
cheap buying a 4TB model

Around 30-40 seconds of average boot
time

HDD does not produce much heat. It has a
measurable amount more heat than SSD
due to moving parts and higher power
draw

The spinning of the platters can sometimes
result in vibration

Mean time between failure rate of 1.5
million hours

Full Disk Encryption (FDE) is supported
on some models

Slower than SSD

The range can be anywhere from 50-
120MB/s

Magnets can erase data

Summary

In this chapter, we discussed the mechanism behind the functioning of both solid-state

drives and hard disk drives. We discussed on how the drives store information, how they are

different from each other, the main components of a hard disk drive such as magnetic platter

which is used for storing information, actuator, spindle, read-write arm. Similarly, the main

components of a solid-state drive such as the controller and NAND flash memory and functioning

of them. These key concepts will help us understand the key features in a solid-state drive which

possess a risk to the forensic investigators in the next chapter.
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Chapter 111: Methodology
Introduction

In this chapter, we will be discussing on the methodology that is being used in this
research. We will also be discussing the key features such as garbage collection, wear leveling,
TRIM, over provisioning, write amplification, raise and IOPS. We will be discussing on the data
collection techniques, tools and techniques being used and hardware and software requirements
that are necessary for the experiment.

Design of the Study

This study involves comparison of evidence obtained from a solid-state drive and a hard
disk drive. A quantitative research approach is best suitable for my research, as it helps in
comparison of the data statistically. In this study, we will initially send a file which involves
some key evidence required for solving a case, and some random data such as images,
documents. This file is being copied to both a hard disk drive and a solid-state drive. Both the
files are deleted and a random data is being copied on both the drives. Random data is being
added along with the evidence by different combinations. The drives are formatted after each
combination and refilled with new data. A forensic tool named FTK imager is used for creating
an image of the disk and FTK Toolkit for solving this case by finding the key evidence. The
results obtained from HDD are set as a hypothesis for the study. The same process is followed in
a solid-state drive. The results obtained in these two cases are compared statistically and it will
help us understand the challenges that are being faced by forensic investigators for cracking the

evidence in solid state drives.
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Data Collection Model
The process involves three different laptops, one is a Dell Inspiron 13- i7359 with an

SSD SanDisk z400s 2.5 7mm 256gb, Intel® Core™ i7 — 6500 CPU @ 2.50GHZ, second laptop
Lenovo Flex 4 with an SSD 256gb, Intel® Core™ i7 — 6500 CPU @ 2.50GHZ and an
investigator laptop Dell Inspiron 13- 7348 with an HDD ST500LMO000-1EJ162, Intel® Core™
i7 — 5500 CPU @ 2.40GHZ. A random data involving multiple word documents, images, bulk
emails, bulk files, media is created. Both laptops are running Windows 10 operating system. A

brand new SSD of 512 GB and an HDD of 1TB is used for this experiment.

=8 Windows 10
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Figure 6. Dell Inspiron 13 - i7359
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Figure 7. Dell Inspiron 13 -7348
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Figure 8. Lenovo Flex 4

A case involving some key evidence is designed and passed to both drives after they are
formatted and wiped using HDShredder. Once evidence is passed on both drives it has been
deleted and the drive is formatted. The random data is passed with evidence files in some
combinations and without evidence files in some combinations. Drives are formatted after each
combination made. The process is repeated for 8 times to make sure the evidence is destroyed
completely and is not available for the forensic investigators.

Once the process is completed, a disk image is created for both the drives and it is passed
through a forensic toolkit also known as FTK Toolkit to analyze the evidence. The evidence
obtained from the hard disk drive is set as a hypothesis for this research and is compared to that
of the results from a solid-state drive.

This paper involves comparison of evidence obtained from an HDD and SSD.

Tools and Techniques

Forensic Toolkit or FTK is a computer forensic software made by the access data. It helps

in scanning the drive for various information. It can be used for locating deleted emails, scanning

the disk for text strings for using them as password dictionary for cracking encryption. This



toolkit involves a standalone disk imaging program called FTK imager which is a simple but
concise tool.
Hardware and Software Requirements

e FTK Toolkit

e HD Shredder

e SSD — Lexar 512GB LRWSSD512TBNA

e HDD — Seagate 1TB

e Laptop 1- Dell Inspiron 13 — 17359

e Laptop 2 — LenOvo Flex 4

e Instigator Laptop - Dell Inspiron 13 -7348

e OS —Windows 10 version

Figure 9. HDD — Seagate 1TB and SSD — Lexar 512GB

37
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Literature Related to the Methodology
Forensic Analysis on SSD

Today’s operations of SSD’s allow only a little place for positive assumptions. The only
assumption that can be made is that the investigator can get access to data that is being stored on
the disk. Data that is being attempted to be destroyed, i.e., by formatting the disk in a quick
format mode and the data which is being deleted normally would be lost forever within minutes.
Even if the computer is being turned off immediately after a destruction command, i.e., quick
format has been issued there is no way to stop the disk from destroying the data once the power
is on. This resembles a situation like Schrodinger’s cat which stated “No one is aware if the cat is
alive until the box is being opened” (Schrodinger’s cat, n.d.).

This resembles that the golden age of forensics is reaching an end. With the pace of
development of technology in controller and SSD memory at an increase in the proliferation of
the manufacturers and drives, it is probably never possible for removing or narrowing the new
gray area within the forensic and legal domain. Scientists from Australia stated that “It seems
possible that the golden age for forensic recovery and analysis of deleted data and deleted
metadata may now be ending” (Bell, 2010).

Cannot delete. There are several design limitations that are being imposed by the way
SSD drives are being constructed. The existing types of flash memories allow only a limited
number of write operations before wearing off. Smart wear leveling techniques are being
employed by the modern solid-state drives which instead of re-using the existing blocks of
memory will write to a different block when the data that is being stored in a block is being
modified. Due to this mechanism, the blocks which hold potentially sensitive information would

be scattered all over the memory chip.
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For increasing the life span and improving the wear leveling on solid state drives, many
manufacturers are installing chips that can hold 25% more data than their advanced capacities.
This additional capacity is not being addressable by means of the operating system, or by other
reasonable means such as without usage of the custom hardware to access the flash chips
directly. The contents of the solid-state drives cannot be wiped out securely as required by the
military and government standards via traditional means due to the extra capacity (Belkasoft,
2014).

The implementation of an extension to ATA ANSI specification for enabling a secure
destruction of information being stored on all flash drives to mitigate the issue is being done by
some SSD manufacturers. The entire contents of the drive at hardware level are being wiped out
by the correct implementation of the ATA secure erase SE command.

Software secure wipe tools will overwrite the information that is being stored on a hard
drive with cryptographically secure random data in different passes. The main issue with these
tools is their inability to address and access the entire storage capacity of a solid-state drive
including the system, reserved, and remapped areas.

ATA secure erase command will instruct the built-in SSD controller supporting the
command to electronically erase all the blocks on all the flash chips of the drive. The blocks
would be completely empty and be available for immediate write if the SSD drives are cleaned
effectively and completely, i.e., additional erase cycles are not required before writing
information to write blocks. The SE command would restore the SSD to factory default and write
performance. When the SE command is properly implemented, it would result in a complete
wipe of all storage regions of SSD drive including any system, reserved and service areas

(Domingo, 2015).
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Cannot recover. Inability to recover the deleted data is another issue with the solid-state
drives. The usage of wear leveling will result in excessive usage of the storage capacity of the
drive, making use of a previously unoccupied block of data each time each write operation
commences. Even a repeated write to the same file will cause the entire content of SSD drive to
become “Dirty,” which leads to a severe decrease in the performance with the write speeds being
much slower than usual. This occurs because the flash technology that is being used in solid state
drives would require the blocks to be erased before the controller can do a write operation on
them. This property is unique to the storage drives that are based on flash technology and is
completely different from how the traditional magnetic drives would handle the write requests.

The process of erasing the previous blocks that are occupied will be slower when
compared to that of reading and writing. SSD, which is full of dirty blocks, would take
significant time for writing even a single block of data as there are no empty blocks that exist.
This made the SSD manufacturers design and develop a property named as garbage collection
which would erase the dirty blocks in the background and would make them available for fast
write operations again (Gubanov, 2012).

The problem with garbage collection process is that neither of the drives nor the
controllers which control them have an idea of which blocks are being occupied by the files or
operating system structures and which blocks are not being used and are dirty. The controller
would mark the blocks that are being remapped to other blocks as a part of the wear leveling
process. This information will only slow down the process of drive that is being filled with dirty
blocks during the normal usage of the drive which involves writing, deleting, modifying, and

creating.
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For mitigating this issue, the SSD designers have developed an interface that allows the
operating system such as Windows, Linux, Mac OS to let the controller know that certain blocks
are no longer in use with the help of TRIM command. This would allow the internal garbage
collector to erase the content of these blocks electronically and prepare them for future write
operations (Wei, 2010).

SSD Self-Corrosion

Today’s solid-state drives are destroying the court evidence by the process known as self-
corrosion. Garbage collection that is running as a background process in most of the modern
SSDs will erase the data permanently that is a market for deletion by removing it within a matter
of minutes after data has been marked to be deleted. It is not possible for preventing the garbage
collection by moving the disk to another PC or by attaching it to write blocking device. There is
only a single possibility for preventing the self-corrosion, i.e., by physically detaching the disk
controller from the flash memory chips storing the data and accessing the chips directly using a
custom software (Memon, 2009).

Garbage collection. Garbage collection is the fundamental process in an SSD. It can be
implemented in different ways that would impact the overall solid-state drive endurance and
performance. Let us discuss in detail how garbage collection works, way it can be implemented
and how is it related to TRIM command and over provisioning.

Hard disks can overwrite data, but the NAND flash memory cannot do the same. The old
data must be erased first before a new data can be written to the same location. In an SSD, the
process of the changing or relocating the existing data to a new location and allowing the
surrounding data that is invalid o be erased in an SSD is known as Garbage Collection

(Eleftheriou, 2009). The flash memory is divided into blocks which are further divided into



pages. Data can be written into an empty page, but the whole blocks need to be erased. So, for
reclaiming the space that is taken up by the invalid data, all the data that’s valid in that block
must be copied first and written into empty pages of the new block. Only then, the data that is
invalid in the original block can be erased for making it available or ready for new data to be

written.
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Figure 10. Garbage Collection Process, Initial Allocation

Consider the Figure 10 above. Block A and Block B are two different blocks in an SSD. Pages

The Garbage collection process can be simply explained using the help of a diagram.
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A-E are written with information in Block A and Block B is completely empty and is ready to be

written. Sometime later, the data is being changed, so the pages A-E are written and the original

pages A-E are being marked as invalid, i.e., shown in the figure below. At the same time,

additional information has been written to pages F-K. So, the Block A is full but it is still holding

space for the invalid data in A-E, which cannot be reclaimed until the complete block is being

erased.
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Figure 11. Garbage Collection Process, Adding Data

that the original block can be erased and new data can be written. The figure below shows that
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For achieving this objective, the valid data in Block A must be moved to a hew block so

the data from pages A-E along with the data from F-K is being written to a new Block B so that

the space in Block A can be reclaimed by erasing the data.
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Figure 12. Garbage Collection Process, Moving Data to a New Block

increasing the write amplification in a solid-state drive which means that the flash in an SSD is
being written more than what came from host originally. Since the flash memory has a limited
number of write and erases cycles, this operation should be minimized whenever possible

however it is a necessary part of an SSD’s operation (Smith, 2011).

to a variety of new blocks to spread wear around over the breath of solid state drive. Since the
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—
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The writes from this step are not done by the host system and are the source for

Wear leveling typically occurs during the garbage collection as the data is being written
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flash can sustain a limited number of writes over a lifetime, and if the data is always written to
the same block, then its life of write cycles will be exhausted prematurely when compared to
other blocks. This early block retirement would result in a decrease in the storage capacity of the
drive and prevents it from performing at full capacity. ldeally, all the block of the SSD would
need to be worn at the same rate throughout the lifetime of the drive.

Operating System Awareness vs. Drive Awareness

In an HDD, the operating system can simply request the new data to be written to the
same location where the older, i.e., the invalid data is being stored and the HDD can directly
overwrite the old data. However, when compared to an SSD, the data must first be erased before
it can be written to locations that previously hold data as the SSD cannot directly overwrite the
existing data as stated earlier.

The operating system understands the files and their structures also the logical locations
where they are being stored but it cannot understand the physical storage structure of the storage
device. The storage device in any storage system does not know the file structure, it just knows
that there are bytes of data being written in specific sectors. The storage system, i.e., the SSD or
HDD will return the data from the physical location when the Operating system would ask for
the data in corresponding logical locations (Lal, 2009).

When an operating system deletes the file, it will simply mark the space that’s being used
for that data as free in its logical data table. In an HDD, there is no necessity for the operating
system to let the storage device know about the deletion as it would simply write something new
into the same physical location in future. Wherein the case of an SSD, it becomes aware that data
is being deleted only when operating system tries writing to that location again. Now SSD marks

the data that is invalid or the old data and it starts writing new data to a new physical location. It
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may also perform garbage collection at the same time; however, it varies between SSD
architectures and other conditions at that moment.

The TRIM Command

The newer operating systems for example, Windows 7, Linux 2.6.33, Windows Server
2008 R2, Mac OS X Lion, FreeBSD 8.2, Open Solaris, TRIM command will enable the OS to
notify that the SSD which contains the old data is no longer valid about the time it deletes the
logical block addresses from the logical table. The advantage of the TRIM command is that it
will enable the Garbage Collection of SSD to skip the invalid data rather than moving it, this
would save time not rewriting the invalid data. This helps in the reduction of a number of erase
cycles on flash memory and would enable higher performance during the writes. The SSD does
not need to garbage collect these or immediately delete these locations, it can just mark them as
no longer invalid (Belkasoft, 2014).

The differences are illustrated in the figure below.
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SSD writes new

Figure 13. Garbage Collection without TRIM Command (Tokar, 2012)

The process shown above is without the TRIM command in use. The SSD user writes
four new files to the drive. OS sees the new files in the logical table, SSD will have both the
logical and physical view of space available, which in physical view includes over provisioning

space which is not part of drives stated capacity as known to the operating system. Users delete
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File C in Column 2 but the system is not aware that the file has been deleted because TRIM
command is not in use. If garbage collection is done at this point, then it will move the invalid
data in File C as it does not know that it is invalid. In Column 3, SSD will write a new file to the
free space making the old space from File C as available for Garbage Collection (Tokar, 2012).

The figure below illustrates the difference with TRIM command. The process is the same
when a user writes four original files. When the user erases the File C, it is marked invalid
immediately in the preparation for garbage collection as the OS uses the TRIM command. Space
which originally holds the File C is now a free space and becomes available as a dynamic over
provisioning meaning that SSD has more free space during the garbage collection which helps in
improving the overall SSD performance. When a user finally writes the File E, the total space on
the SSD is same as the drive without TRIM. The difference is that SSD with TRIM support
knows that the data is invalid and it can be considered free space during the garbage collection

and prevents the moving of invalid data to another block.
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Figure 14. Garbage Collection using TRIM Command (Tokar, 2012)
Wear Levelling
As the number of available spare blocks in a flash drive storage device is limited, there is

a need of special flash management techniques to overcome and manage the flash wear out
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phenomenon. One of such technique is known as wear leveling. Wear leveling helps in even out
erase programs or distribution of program on all the available blocks on a flash drive. This is
done by writing to a new free block with all new or updated data and then erasing the block with
old data and making it available within the free block pool. The wear leveling operation is
completely transparent to the host system as it is done in the background (Corsair, 2007). There
are two methods used for wear leveling namely static and dynamic wear leveling.

Dynamic wear levelling. Dynamic wear leveling works with data blocks that are being
written dynamically. As mentioned earlier the data is written to the free data blocks, i.e., the
blocks which do not contain user data. Flash drive controller will select the new free data blocks
based on the erase cycles that the blocks earlier had. Once the data is written, the controller
would update its internal logic to the physical mapping table to point to new physical block
location. Data block containing the old data is being marked invalid and it is then erased and
made available as a new free block during the garbage collection process. Dynamic wear
leveling will address the issue of repeated writes to same blocks by redirecting the new writes to
a different physical block thereby avoiding the premature wear out of the actively used blocks
(Handy, 2012). The following diagram explains the dynamic wear leveling process.

1st WRITE 2nd WRITE 3rd WRITE NEh WRITE
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Figure 15. Dynamic Wear Leveling Process (Cactus, 2014)
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Figure 16. Garbage Collection in Dynamic Wear Leveling (Cactus, 2014)

Static wear levelling. In contrast to the dynamic wear leveling, static wear leveling will
level all the data blocks including those which are not written to. This process is done in the
background and it completely transparent to the host system. Different vendors have different
mechanisms for triggering the static wear leveling operation (Handy, 2012).

For example, let us consider one such trigger could be a difference in the program or
erase counts between the blocks in the static data pool and the blocks in the free pool. When the
threshold level is being triggered, then the block in static data pool with the lowest erase count
will be swapped with the block in the free data pool with the highest program or erase count. The

following diagram is the conceptual implementation of the example.
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Figure 17. Conceptual Implementation of Static Wear Leveling Process (Cactus, 2014)
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Summary
In this chapter, we discussed the tools required, hardware and software requirements for
conducting the experiment. The special features in an SSD which makes it difficult for forensic
investigators to capture the evidence such as wear leveling, TRIM, garbage collection and the
collection method, design of the study is being discussed. In the next chapter, we will be

discussing of how data is being presented and analysis is being done.
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Chapter 1V: Data Presentation and Analysis
Introduction

In this chapter, we will discuss how data is collected, how data is being passed on both
the drives, how we are going to compare and analyze the results obtained from both the drives.
We will discuss how the tools are being used in gathering the images from the drives, how drives
are being formatted and wiped to erase the data, and analyze the evidence folder when it is
passed through FTK Tool Kit.

Data Presentation

The data collected is a combination of word documents, images, pdf files and information
in notepad. For comparing the results using some keywords, the evidence files are created of five
different files named as a car, dose, farm house, islands, and mortgage. Each file has data that are
related to the file name. For example, the car folder has images of 10 different cars chosen at
random and four notepad documents which have information regarding car manufacturers and
dose folder contains 10 images of vaccines and four-word documents. Following are the contents
of individual evidence folder.

=}

5
= — B N

Car 1
Car9 Car 10 Car

Figure 18. Contents of Car Folder
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Figure 19. Contents of Dose Folder
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Evidence was first passed to Both HDD and SSD and was deleted. Four Evidence
Trasher files were created and a Junk File folder which has multiple Word Documents, Excel

Sheets, PDF Files, and Images. All these evidence Trasher files were 100 GB together in size.

Evidence Trasher 1, ... Properties ><
General Customize
447 Files, 114 Folders
Type: All of type File folder
Location: All in C:\Users\shiva\Desktop
size: 100 GB (107,776,700,506 bytes)
Size on disk: 100 GB (107,777,454,080 bytes)
Attributes [ Read-only Advanced...
[ Hidden
[ oK Cancel

Figure 23. Combined File Size of the Evidence, Evidence Thrashers, and Junk File
Both SSD and HDD are wiped using HDShredder. Even though both the drives that are
being used for this experiment are brand new, just wanted to make sure there is no data present

on the drives earlier.

Miray HDShredder Setup —

Firush o installabon

Miray HDShredder has been installed on your computber.

Click Finish to dose this v ard.

=] Create HDShredder boot disk now

] Shew HDOShredder manual

Finish

Figure 24. Installation of HD Shredder



Figure 25. Running HD Shredder

HDShredder4l. o o A

Figure 26. Detecting Both the Drive on Two Different Laptops

Once the process is initiated it took around three hours for the drives to be completely

wiped using the HD Shredder software.
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Figure 28. Successful Completion of Disk Wiping using HD Shredder

All the evidence trasher files are passed to both HDD and SSD at different combinations.

The following figure illustrates the different combinations that are being used.
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Figure 29. Passing Evidence and Deleting in HDD and SSD
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Figure 30. Passing Evidence Trasher 1, Evidence Trasher 2, Junk File, and Evidence and

deleting in HDD and SSD.
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Figure 31. Passing Evidence Trasher 1, Evidence Trasher 3, Junk File, and Evidence. Deleting
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Figure 32. Passing Evidence Trasher 1, Evidence Trasher 4, Junk File, and Evidence. Deleting
Previous Files and Deleting in HDD and SSD.
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Figure 33. Passing Evidence Trasher 2, Evidence Trasher 3, Junk File, and Evidence. Deleting
Previous Files and Deleting in HDD and SSD.
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Figure 34. Passing Evidence Trasher 2, Evidence Trasher 4, and Junk File. Deleting Previous
Files and Deleting in HDD and SSD.
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After the completion of all these combinations, the process is being repeated for 8 times

by changing the order of combinations and disks are being formatted each time combinations are

done.

Capxity:
R

| Format New Volume (D: X
il system p)

™ s (oefa)

l WARNING: Formatting will erase ALL data on this disc. 103 6§

Alocson unk sze 5 To format the disk, ick OK. To quit dick CANCEL

409 bytes
oK Concel

Restore device defauts

Volume kabel
New Volume

Format optices
] ek Format

Sant Cuse

Volume il

Formt options

(ol

Figure 36. Formatting Disk after Data is Being Transferred in HDD



Figure 37. Formatting Disk after Data is Being Transferred in SSD
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Creating an Image of the Evidence folder to analyze the contents of the folder in FTK.

Select Source

—
—
—

-

[

Please Select the Source Evidence Type

FPhysical Drive
Logical Drive
Image File

Contents of a Folder

(logical file-level analysis only, excludes delaeted, unallocated, etc.)

Faermico Device (multiple COAODOWD)

I MNext = |

Cancel | Help

><

Figure 38. Selecting the Source Evidence as Contents of a Folder

As we are selecting contents of a folder, it does not include any metadata, deleted files,

unallocated space, etc. in the image created. Following is the warning displayed.



FTK lmager

,-Q_) You have chosen to create a logical image of the contents of a

: - folder. The image created will include only logical files. It will not
include any file systerm metadata. deleted files, unallocated space.
etc. It cannot be converted to a sector image (such as .EO1)
because it does Not store sector infaorrmation.

Although logical images can be examined in FTK Imager 2.x or
newer, FTIK 1.x only supports AD1 images in version 1.62.1 and

e,

Do yvou want to continue?

Yes MNo |

Figure 39. Checking Conditions before Creating the Image of a Folder
It prompts to select the folder for which an Image needs to be created. Using browse

we select the source path.

Select File >

Evidence Source Selection

Please enter the source path:

ChUsers\shiva\Desktop\Evidence

Browse

= Back | Finish | Cancel | Help

Figure 40. Selecting the Source Path for Image of Folder
A random data is given for case number, evidence number, examiner, and unique

description.

Evidence Iterm Information >
Case NMumiber: |Ev|dence
= Evidence Numiber: |Evidaca Image o
Unique Descripticn: ||rnage af Evidence Folder
Examiner: |Shiva|
MNotes: |
I MNext = I Cancel Help

T =T T Cancel T T

Figure 41. Assigning Name for Unique ldentification
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The image source is selected as the evidence folder on the desktop and destination is

provided as the desktop of the same computer being used.

Create lmage >

Image Source

| C\Users\shiva\Desktop\Evidence

Image Destination(s)
Ch\Users\shiva\ZDesktop\Evidence Image [Logical image]

| Ad... l |

Add Overflow Location |

v “werify Images after they are created I Precalculate Progress Statistics
v Create directory listings of all files in the mage after they are created
Start | Cancel |

Figure 42. Assigning Image Destination for Image of Evidence Folder
Image destination and fragmentation size can be modified in this step. If we are dealing

with a huge file, then we can change the fragmentation size for better results.

Select lmage Destination e

Image Destination Folder

[eUsersishivaiDesktop Browsea L

Image Filename (Excluding Extension)

|Ev|dence Image|

Image Fragment Size (MB) |1500
For Raw, EO0O7, and AFF formats: 0O = do not fragment

Compression (O=None, 1=Fastest,  S=Smalest) |0 =

Use AD Encryption [
Filter by File Owner |

- Back I Finish I Cancel J Help J
T

=T=rT T Cancel |

Figure 43. Selecting the Fragmentation Size for Image of Evidence Folder
We can monitor the progress of the Image creation as shown below. As the image
creation is for a single folder, it does not involve any metadata, deleted files etc., the processing

time required is very low because it acquires the image of content in the folder.
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| Creating Directorny Listing [100%6] —_— >
Listing Source: I C:\Usersh\shiva\Desktop\Evidence Image.adl
Destination : I C:ZWsershshival\DesktopZEvidence Tmage.adl._csw
Status: I Directory listing created successfully

Elapsed time: I 0:00:00

Estimated time left: I

Figure 44. Processing of Image Creation for Evidence Folder
After successful completion of Image creation, a Results window is displayed as shown

below.

= Driveslmage Verify Results — — >
=
Name Evidence Image.ad1l
= MDS Hash
Computed hash dabccZbee97670cfO6<49caccclccB0E
Report Hash dabccZbee97670cfO649eascclcc80fS

werify result

= sHAL1L Hash
Computed hash dbfez<40146fbSbhs57e3f8el349ccec517 13e
Report Hash dbfez40146fbSb657e3f8el349ecec51 7303
wVerify result Match

Close I

Figure 45. Verifying Results of the Image Created for Evidence Folder
Image summary gives you a brief information of the image created such as case number,

name, start time, and end time.

IS e Sormrm e

Created By MccessDatadcs F I kKoo mager . 1.2.0 —

@ ADIZ. 120
Evicaence

e Ewvidece Irmooe

m: Irmoaoge of Evidence Folder

Case Informaticon:
oy p=ir o s

PSS checksurm - dabcc2bhess 67 O0cfOG-GdS9eaeco L oo OFs
dAafeza0la4afbShos rfe3fESel 3949 ecaecS 1 30 3Taed3F

B Thu Jun 15 19:26:102 2017
ed: Thu Jun 15 19:26:03F 2017

a\DesktophZEvidence Image.adl

Irmage Werificotion Results:
wWearificotion started: Tho Jun 15 19:26:032 2017 —

o 1

<

Figure 46. Image Summary for Image of Evidence Folder
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Once the image is created, it is stored at the location which is assigned during the image
destination folder selection steps. In this case, we selected it to be a desktop, so the image is

stored on the desktop as shown below.

Acroibat Oracie VA
=adder [ NirtaaailB o<

Evidence

hrorme Irmage_ad 1l

@Q-

il s Nnes WM ihh at=s A1 Evicdence
Irmage_ad 1

— &;ﬁ'!\ = 1

It U ST Ansto o=~ Exicderic =
Recordds_ =1 1.0 Irmaage_aci i1

Figure 47. Image of Evidence Folder Stored on Desktop
Data Analysis

After successful completion of Image creation, the image of the evidence is being
analyzed using FTK Toolkit. In the previous section, we have created an image for the evidence
folder. Now we will analyze the image created using FTK Toolkit.
Analyzing the Image of Evidence Folder

To analyze the image created using the FTK Imager, we will use FTK toolkit. During the
starting of analyzing the image, we will be asked to provide a case number, name, and select a

path.
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AccessData's
Forensic Toolkit®-FTK®
The Complete Analysis Tool

Wizard for Creating a New Case

Investigator Name |shwa ~ |

Case Information
Case Number: |Evidence Image 1 ]

Case Name:

Case Path ] Browse

Case Folder:
Case Descnption:

Cancel
Figure 48. Assigning Case Name for Analyzing the Evidence Folder
In the next step, we will be asked to enter some demographic information such as the
name of the examiner, address, email address, phone number, etc. A random data can be
given for the same. The information furnished here will be shown in the report that will be

generated once the image extraction is done.

FTK Report Wizard - Case Information ><

Forensic Examiner Information

The following information will appear on the Case Information page of the report

g - S Sl [5=—t Cloud State University]
Examiner's Name [Shiva ~—
Address: 10480 Maya Linda Road G209. San Diego. ca 9216

|
|
Phone: [320-333-3935 Fax |
E-Mail: [ssmarupudi@stoloudstate edu |

Comments: ‘

< Back Cancei
Figure 49. Filling Demographics for Evidence Folder
In the next step, we need to choose the evidence image that needs to be analyzed. As the

image is already acquired we will be selecting the acquired image of the drive.
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Add Evidence

Ary number of evidence items can be added to the case. There are several types of evidence items:

Acquired image of drive formats su n be an image of a logical or physical drive
Local dn Can be a logical or fihysical drive

Folder Adds all files in the specified folder. including contents of subfolders

brcivichuct File: Adds a single file. NOTE: Disk image files should be added as acquired images

The defaul refinement options. set previously, can be ovemdden independently for each evidence item. and additional
types of refinements can aiso be made. Thess refinements can include the exclusion of dete/size ranges. s= wall as specific
folders. To make these further reff i th limt et Refine Evidence - Advanced.

Add Evidence to Case >< &
Add Evidence... Evidence - Advanced..

Type of Evidence to Add to Case Time Zone. Comment
@) Acquired Image of Drive

) Local Drive

) Contents of a Folder |
D Individual File

Cancel

Display Name

< Back Next Cancel

Figure 50. Adding Evidence to FTK Toolkit

Now, select the image of evidence folder from desktop and assigning a name for display.

| |
: Add Evidence | Add Evidence
| AT, ope » Aoy numbeer of evidence tema can be added o the case There an several tyoes of evdence tems
i Aogured msge d Eyidence Information x [pldive
| Evidence
Look in- | [l Deskiop -] @ * > m~ ocal dive
| L Foder Evidence Lacation e
| ~ Indvidual Fie peared images
| & * b M“nm“ C.‘J.ltqa\ahu\l)uk\eo\[‘mmelm adl ugn_w::?a.u
types of refremerts fanges, as wel as
| o Quick sccess | Teksers. To maba theve i Em kianca Crclag Hame Evdence - Advanced
| ]
I Add Evderce Adence - Advanced
| B [} o Evence Idertfi shon Nassse/ Nuber
rogram — T - .
18] Desktop [
| S, Documentation Comnent
] = osoft Word € '
Libraries. o
- (=) Evidence Image.ad]
18, Mi .
Uetes Evidence Image.sd1 ool EviGerce T Zore
‘ u p : : Chossse time 20ne for svidence -
Network .
Fie name Evcence image : 0 concel | |
Fies of bype A Fles () - Cancel
< Back - Corcel Back Cancel

Figure 51. Adding Evidence and Assigning Name for Analyzing Evidence Folder
In the next step, the evidence file selected is being displayed followed by setup complete

dialogue box.
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Add Evidence to Case X ||Case Summary

Add Evidence

New Case Setup is Now Complete
ey rumber of evidence tems can be added 10 the case There are severai types of evidence tems

| b
{ 1
| {
| Acqured mage of dve Seversl formats suppofied. can be an moage of 8 logeal or physcal dve 1 Sdee
| Local dtve Can be a logical or physical dive L] Case drectory ndex. and cther wil be stored
| Foider Adds sl fes i the spectied folder. nchiding cortents of sutdolders {  \Users wvve \Deskiop \Ewelence imege]
| hdvdus Fle Adds 8 sngle fle. NOTE Disk image fles shoukd be added 2 acquied images l
| The defoul refinement options. set previously can be ovemdden independenty for each evidence tem. and addtionst { Muber of Evidence tems: 1
types of refinements can aisc be made These refinoments can nckade the exckmon of date sze ranges. a3 wel as mechc
| foklers To make these futher refinemerts. hghlight an evidence tem 1 the list and press Refire Evidence - Advanced | Processes 1o be Perdonmed
{ { Fle Baction Yes
| Add Evdence Edt Evidence Remove Evdence Refre Evdence - Advanced i P e NG Pamtatreriut Uihout oachal Mo sisciaces
| | Dwotay Name Source Name .. Type Refined  Teme Zove  Comment i MDS Hash e Y
| | Ewdence mage Ci\Usersatw AccewsDa. N Amenca/l. SHAT Hoh Yoo
| i KFF Lockup. Yoo Processes that are not perdonmed mtially can be
tated o a later port 1 the rrrestoaton except
! 1 Sriey, Yot Yt e HTML fle bating and sutomated Regatry
Full Test Index Yes Fepots. Addtional evidence can 8isc be added
Sore Thumbnals  Yes later
Decrypt EFS Fies:  Yes
Fie Lnting Database Yes
Fle Listing HTML No
Dota Carving Yo
Regsry Regots:  No
Press “Back” # you wish 1o review or change your seeings
Press “Frwsh” 10 accept the Cument seftngs and stant DrOCessNg the evidence
o oo s [Em] o

Figure 52. Verifying Evidence Selected and Completing the Setup for Evidence Folder

A window showing that the files are being processed appears as shown below.

Processing Files... |

Current Evidence Item:
‘C:‘\.Users‘\.shiva'\.D esktop\Evidence Image. adl ]

Current File Item:
| Evidence Image\Thumbldsh_a%_E

Current File Item Status Total Process Status
i Action: ‘ Indexing ‘ Elapsed Time: I |.00:00:02 ] _(
File Type: ‘ Folder ‘ Total Items E xamined: l 108 ]
ltem Size: | 0 | Total ltems Added: | 108 |
Progress: ‘ 100% ‘ Total Items Indexed: I 106 ]

-

Log the case/system status every |10 -2 minutes [ Log extended information Cancel

Figure 53. Extracting the Files from Image of Evidence Folder
Once the processing is completed, the image is ready to be analyzed and it is shown in

FTK Toolkit.
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amgmme o8

Figure 54. Analyzing the Image of Evidence Folder in FTK Toolkit
The analysis is done by searching the keywords. In the evidence folder we created, we
used five different keywords such as car, dose, islands, farmhouse, and mortgage. So, we search

for these keywords in the evidence extracted. Following are the results that were obtained from

File Edit View Tools Help
Overview Explore Graphics E-Mail Search EFile Edit View Tools Help
Indexed Search | ive Search Overview Explore Graphics E-Mai Search B
Search Term: | mortgage| 1 Ada import Options Indexed Search Live Search
Search Term | mortgage| - import Options
Indexed Words  Co # | | Search items Hits Files * — —
c Indexed Words  Co A | | Search Items Hits  Files *
| moj 1 Car 101 5
mokeyz 2 dose 377 4 moj 1 islands 23 5
7z 2 2 5
monthpos 1 islands 23 5 v mokeyz 5 fam hose IS
h B | [EITC
| monttable 1 < > fothpos Y
rt: 81 monttable 1 < >
CCSs ‘: v | [ EdtkE emove lem  Remove Al tem Resut mortgage 81 : B [Femore Al =
| < Tk i 4 ~av 1 be
< R Comstatio cpuety OR | [View Cumutve Resuts » ¢ " pea— o
=y =
» e meEER 08 - 8, R mE e o0&

Figure 55. Results Obtained Using the Evidence Folder Image

We can also look at the images, word files by selecting the respective file names which
we are aware of. From the evidence folder, we are aware that there is a picture of a farm house.
So, with the respective jpg file name, we can just click on it and obtain the respective image. The

forensic investigator will search each file to know what is the content of the file.
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Eile Edit View Tools Help

Overview Explore Graphics E-Mail Search Bookmark
Evidence ltems File Status File Category - P mm e eéen
Evidence tems. 1 KFF Alert Files: o Documen: ts o
File items Bookmarked Rtems. 0|  Spreadsneets: [
Total File tems. 202 | | Bad Extension: 0| | Databases: 1
Checked ltems o Encrypted Files o Graphics 72
Unchecked ftems 202 | | From E-mail 0| | Muttimedia: [
Flagged Thumbnails. o Deleted Files o E-mail Messages. o
Other Thumbnails 72 | | From Recycle Bin 0|  Executables o
Filtered In 202 | | Duplicate items 0| Archives o
Filtered Out 0| | OLE Subitems: 0| | Folders: 102
Un filtered Filtered Flagged ignore: o Slack/Free Space o
Actual Files | | KFF Ignorable 0 | | Other Known Type: [
Data Carved Files: o Unknown Type 27
B H B85 A @@ O | o unmterea ~ || M ~|| o1z
&  File Name Full Path Recycle Bi... Ext File Type Category Subject
] Ez ipa Evidence Image’Thumbldx_2\2.ipg P JPEGAIFIF File Graphic
(] 190.ipg Evidence Image\T humbldit_a\_54130.jpg ipa  JPEGAIFIF File Graphic
(] 19.ipg E ipa  JPEGAIFIF File Graphic
(=] E 18.ipg E ipa  JPEGAIFIF File Graphic
(] 172.ipg E _ pg JPEGAJFIF File Graphic
(] 171.ipa E & ImagenThumbldss_r\_45171.ipg ipa  JPEGAIFIF File Graphic
(] 170.1pg E e ImagesThumbld=\_qg'_43\170.1pg wPa JPEGAJFIF File Graphic
— 17 ian Fuidanes Imane\Thumblebe. h\17 ina i APFGAIFIF File  Granhic

Figure 56. Searching by the File Names in the Image of Evidence Folder

In a similar manner, the results obtained from both SSD and HDD are compared based on
the files recognized and the number of hits. After the successful analysis of all the images of both
the disk, we will use the quantitative research approach and prepare a table of the files that were
able to be identified even after deleting the evidence and formatting the disks individually.
Comparing the files identified will help us understand how the special features designed in an
SSD are being to destroy the evidence and make it difficult for the forensic investigators.

Summary

In this chapter, we discussed how the image evidence file is being created and how it is
being analyzed using the FTK Toolkit. In the next chapter, we will create an image of HDD and
SSD, analyze the results by comparing the results obtained by searching the keywords in both the

HDD and solid-state drive.
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Chapter V: Results, Conclusion, and Recommendations
Introduction
In this chapter, we will discuss how the images of both HDD and SSD are created,
analyzing the images using FTK Toolkit and finding the number of files, hits identified for the
key searches and compare the results of both HDD and SSD.
Results
Creating Image of HDD
In the process of creating an Image of the HDD, we use the option of the Logical drive

which helps in selecting the drive in specific or, if we want to create an image of the disk on the
laptop you are using, then we can use the physical drive and select the drive that is being

installed in the system. The laptop used for creating the HDD image has only a single drive of

256 GB named as C drive.

Figure 57. HDD Connected to Laptop 1
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Q
File View Mode Help

L L = -5 |
File List

N. | Size| Type Date Mo...

Select Source >

Please Select the Source Evidence Type

" Physical Drive

@ |Logical Drivel
C Image File

" Contents of a Folder
(logical file-level analysis only, excludes deleted, unaliocated, sic )

C Fermico Device (mulliple CD/DVD)

Next > Gancel Heip

Figure 58. Selecting the Logical Drive for HDD Image Creation
The HDD drive which is being used to analyze is D drive attached to the laptop. So, we

will select D drive in the next step.

Select Drive ><

Source Drive Selection

Please select from the following available drives:

D:\ - New Volume [NTFES -~

= Back Finish I Cancel | Help

Figure 59. Selecting HDD Drive for Image Creation
Like the image creation of folder, we need to add the destination of where the image
needs to be stored. As the drive is of the large size of 1TB, the image destination is selected as D

drive.
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Create lmage >

Image Source

[ AN

Image Destination(s)

| Add. .. |

Add Overflow Location |

v Wearify images after they are created - Precalculate Progress Statistics
w  Create directory listings of all files in the image after they are created

| Cancel |

Figure 60. Selecting the Destination for Image of HDD
Unlike the folder, disk image has an option of Raw, Smart, EO1 and AFF format of the

image. We will use the Raw image.

Select Image Type ><

Please Select the Destination Image Type
@ Raw (dd) F
7 SMART
¢ EO1

" AFF

| Next = | Cancel | Help

Tart ‘ Cancel 1

Figure 61. Selecting the Type of HDD Image



Evidence Item Information ><
Case Number: |HDD 1
Evidence Number: |HDD Evidence 1
Unique Description: |HDD Image
Examiner: |Shiva
MNotes: |Image of HDD|
= Back I MNext > | Cancel | Help

T T 1 Cancel 1

Figure 62. Assigning Name for Unique Identification of HDD Image

Image created of the drive is of the same size of the drive or greater than the size of the
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drive. If the image is greater than the size of the drive, then it would end up in failure if the size

required for storing the image is insufficient. So, it is better to fragment the size of the image. In

the image creation of HDD, the fragmentation size was set to 100GB. So, there will be 10 images

in total for the disk image created.

Image Destination Folder

|D:\ Browse

Image Filename (Excluding Extension)
|HDD Image

Image Fragment Size (MB) |-| 02400|
For Raw, EO1, and AFF formais: 0 = do not fragment

Compression (O=None, 1=Fastest, ..., 9=Smallest) |O

Use AD Encryption |

= Back | Finish | Cancel | Help

Select Image Destination >

Tart 1 Cancel 1

Figure 63. Selecting the Fragmentation Size for Image of HDD
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As it is a large disk of 1TB, it is suggestible to check on pre-calculate progress statistics

to estimate the time remaining for completion of the process.

Create Image

Image Source

|D:\

Image Destination(s)

1

D:\HDD Image [raw/dd]

| Add...

Add Overflow Location |

v werify images after they are created

Start

¥ Create directory listings of all files in the image after they are created

[« Precalculate Progress Statistics

Cancel |

Figure 64. Verifying and Starting the Process of Image Creation of HDD

Random pictures were captured during different stages of the image creation of the HDD

drive.

Image Source: ‘DZ\

a J
Creating Image [0%] — > Creating Image [34%)] — >
Image Source:  [D:\ Image Source:  [D:\
7 Destination: [D\HDD Tmage Destination: [D\HDD Image
Status: ‘ Creating image... Status |Creatmg image...
Progress || | Progress
Q | neeEsesE s e o]
229.25 of 953867.22 MB (19.104 MB/sec) 3323540.75 of 953867.22 MB (11.268 MB/sec)
Elapsed time: o012 Elapsed time: 8:09:01
Estimated time left: 13:51:57 g Estimated time left 15:00:29 0
[ ot
C Y
O
Creating Image [65%] - > Creating Image [100%] — >
Image Source:  [BA\

Destination [ BAHDD Tmage

Destination: ID:\HDD Image

Status: [ €reating image...

Progress

621924.75 of 953867.22 MB (11.573 MB/sec)
14:55:38
7:58:01

[ cancel ]

Elapsed time:

Estimated time left:

Status: IFinlsher:l (WARNING: Bad sectors--see summary file)

Progress

953867.22 of 953867.22 MB (9.501 MB/sec)

27:53:20

Elapsed time:

Estimated time left: 0:00:00
Image Summary... Close |

Figure 65. Image Creation of HDD at Different Intervals

It took 28 hours for creating a disk image of 1TB HDD. The following figures represent

the image summary for the HDD Image.
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File Home Share View Manage
- v P < > ThisPC > New Volume (D:)
S B HDD Image
v 3 Quick access
H-/HDD Image.001
Bokion . HDD Image.001 Acroba Oracle VM
4 Downloads HDD Image.002 Reader DC VirtualBox
Z Documents A HDD Image.003
= Pictures * HDD Image.004
# iCloud Photo: # HDD Image.005
® iCloud Drive o HDD Image.006
8 HDD Image.007
evidences
HDD Image.008
Junk
HDD Image.009
Movies =oogle HDD
proposal Image.010.

Figure 66. Image Created of HDD
Creating Image of SSD
The same process is followed in creating an image of SSD. Following are the screen

shots captured for the same.

_.,—-

' ideapad'" FLEX 4

Figure 67. SSD Connected to Laptop 2



Select Source

— Please Select the Source Evidence Type

" Physical Drive
- I:Dgic:aI Dnve
¢ 1lmage File

¢ Contents of a Eolder

¢ Fernico Device (multiple CD/DWVD)

(logical file-level analysis only; excludes deleted, unallocated, etc.)

< Back I Mext > I Cancel |

Help

Figure 68. Selecting the Logical Drive for SSD Image Creation

Select Drive ><
Source Drive Selection
Please select from the following available drives:
=
[T Autormate multiple rermovable media
<= Back I Finish I Cancel | Help
Figure 69. Selecting SSD Drive for Image Creation
IC:eate Image >
Select Image Type >
. Please Select the Destination lmage Type
1 @ Raw (dd)
 SMART
 EO01
 AFF
= Back I Next = I Cancel | Help |

Tart | Cancel |

Figure 70. Selecting the Destination for Image of SSD
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\C. > |
Evidence Iltem Information >
Case Number: ISSD 1
1 Evidence Number: ISSD Evidence 1 =
Unique Description: ISSD Image
Examiner: IShlva
Notes: Ilmage of SSD|
< Back I Next = I Cancel | Help
Tart | Cancel | T
Figure 71. Selecting the Type of SSD Image
IC eate Image > |
Select Image Destination >

Image Destination Folder

IE:\ Browse | E

Image Filename (Excluding Extension)

IEVldenc:e Image

Image Fragment Size (MB) [qg2400]
For Raw, EO1, and AFF formats: 0 = do not fragment

Compression (0=MNone, 1=Fastest, __, 9=Smallest) 0 ~

Use AD Encryption [

< Back I Einish I Cancel | Help

Tart | Cancel | T

Figure 72. Selecting the Fragmentation Size for Image of SSD

Create Image >

—Image Source

I MAPHYSICALDRIVEL

Startimg Evidernce Mumber: 1
— Image Destination(s)

E:\Evidence Image [raw/dd]

Add... | Edit. .. I REemove

Add Overflow Location I

[+ Verify images after they are created [+ Precalculate Progress Statistics
[+ Create directory listings of all files in the image after they are created
Start | Cancel |

Figure 73. Verifying and Starting the Process of Image Creation of SSD
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Figure 74. Image Creation of SSD at Different Intervals

- = Drive Tools  New Volume (E)

File Home Share View Manage

« v 1 < > New Volume (E)

20 [0 Name Date modified Type
uick access
m Desktop ’ Evidence Image.001 6/15/2017 11:49 PM 001 File
Evidence Image.002 6/16/2017 1:15 AM 002 File
& Downloads *
Evidence Image.003 6/16/2017 2:40 AM 003 File
4 D t *
s Evidence Image.004 6/16/2017 4:05 AM 004 File
« Pictures o

Evidence Image.005 6/16/201
Defence2

Defenced
Jd Music
B Videos

Figure 75. Images Created of SSD
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Analyzing Image of HDD
Once the image file is created, it is analyzed using the investigator’s laptop. The results
obtained by the search of key words car, dose, islands, farmhouse, and mortgage are used for

analyzing the functioning of evidence destruction in both HDD and SSD.

. AccessData FTK 1.81.0 DEMO VERSION

Explore Graphics. E-Mad Search Bookmark

File Category

] | KFF et Fios: @] [Documents: o
ems Bookmarked tems. 0 Spreadsheets: o
Total Fi #ems: 6 | Bod Extension o] Databases °
Checked tema o] [Encoypiaries o] Grapnica °
T o] [Fromerms o Mutmed: °
—— Detetos Fics T -
Otmer Thumbnats: From ecycis bws Exwoutee
I e e
Faersd | [ Fisgged nore: ©| Smckrres |0/HDD image 001
Alfems | Actusi Fies | IFF Knorable 0 Omerkno| Current File ltem
Data Carved Fies. 0 (unknown | |HDD Image‘\New Volume NTFS\HDD Image 001_080
y & L 3 Unfiltered Cusrent File ltem Status Total Process Status:
¥ Evidencef.. EvidencePath  Display Name  Identify Action Fitesing Test Elapsed Time 0007345 Comment
File Type: Unknown File Type Total ltems Examined: | 124
Inam Size: 26,214,400 (80 of 121) Total ltems Added 134
Progress: 26.050.560 Total Wems Indeeset m

Log the case/system status every [10 |2 minutes [] Log extended nfomation Cancel

aListea o Checkea Total 0 Highligntea

Figure 76. Processing Image 1 of HDD

After the completion of processing, a window appears where we can search for keywords

or search each file one by one.

Graphics Eual Search Bookmark -
lle Status File Category " AmgEEe o1&
1 Files 0 :
ked Rems 0 | Spresdsheets. 0 e
nsion 0 Databases 0
dFies 0 | Graphics. 2
ut 0 | uutmeda 0 =
s 173 E-med Messages [] P—
sycie Bn 0 Executables: 0 -~ e wmgmme 0
1 Rems. 29  Aschives. 0 Pecgie can form mtimate Connectons to Ther Cars m the course of dady commutes. Fusirating bafic ams. 3nd kberating 0ad t5ps. How would you feel. ough. # your <z
o [ 5 s, such 23 e regularty of your baartbest and e ameert of acese 1 your Hosd?
— = = = e g o8 s of et s s festors £ €5 SUVs.accoed o i o o . P RAD et s dscred s f e
rable 0 | Other Known Type: 0 gomg up strongly.” he later tokd EEE Spactnum i an mtervew. That read motnated Ford 1o work on haalth featar
ved Fies 0 | Unknown Type: 29 _—
reen Ssgiays the text Body Sensor Networks Conterence
o5 Unfitered ~ M v om |
— VVdN
- A mTmme o8 Farm House 17_jpg sswnas| VVAN
Vaccine 199 RCRIN -~ Zone.Identifier
ETXeN Zone identifier RCRD(
5”“" 0 Farm House 18 .jpg - e e T
Vaccine 2 doc FILED Fiieo iggo - oot
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Vaccine 3 59 RORD( T e S Deadth Centificate Form pdf
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ETxen FILEO
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INDX{
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Figure 77. Files Identified by Searching Keywords in Image 1 of HDD



We will analyze the results by identifying the number of files and number of hits by

individual keyword. Following are the results identified in Image 1 of HDD.

Eile Edit View Tools Help File Edit View Tools Help

Overview Explore Graphics E-Mai Search Overview Explore Graphics E-Mail Search |
indexed Search Ljyve Search Indexed Search |jve Search
Search Term: [[ Add mport Options. Search Term: || ] Add impart Options
Indexed Words  Co... | | Search ltems Hits  Files ~ Indexed Words ~ Co... | || Search ltems Hits  Files
car 7132 1247 farm house B9E... 604
dose 854 569 mortgage 145... 579
islands 1 s3 o~ (| | |- e
< > < >
EdtRem | Remove Rem View tem Results » Edtlem Remove tem View Rem Results »
Cumuiative operator: OR | [View Cumulative Resutts » | Cumulative operator oR
- damemmEe @e ) alrwrmEe o e

Figure 78. Results Identified in Image 1 of HDD
The same process is repeated for all other images that were created earlier which are as

shown below.
Process ng Files )

|
I Current Evidence ltem:

| |D:\HDD Image.002 ]
|

|

|

Current File Item:
| HDD Image 2YNOMAME -Unknown\DriveFreeS pacel148

Current File ltem Status Total Process Status
Action: | Filtering Text | Elapsed Time: | 0.00:05:04 ]
File Type: | Drive Free Space | Total Items E=amined: l 148 ]
Item Size: | 26.214.400 (148 of 4096) ] Total Items Added: | 148 ]
Progress: | 17.889.280 ] Total ltems Indexed: | 129 ]
Log the case/system status every (10 | 2| minutes [ ] Log extended information Cancel
Figure 79. Processing Image 2 of HDD
File Edit View Tools Help File Edit View Tools Help
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Figure 80. Results Identified in Image 2 of HDD
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5 body. which changes slightly with every heartbeat. This technology was devoped in collaboration with Steffen Leonhardt, a professor at RWTH Aachen University

Photo shows the driver seat of a car with six plates embedded in the backrest

the plates and the drver

(= | Orrvef renSpace2802
[ DrrveFreeSpace281 2
(=] OrrvefreeSpace2818
[ ==

Photo: Ford
< 3 |
BEBE @R |V - L S il = = — — — —
Full Path Recycle Bi. Ext  File Type Category Subject  CrDate Mod Date Acc Date L-Size [
HOO Image ZNONAME Unknown\DirveFoeSp. OmveFioeS  Siack/Fiee S WA WA N/A 26214400
HOO Image ZNONAME Unknown\DiiveF reeSo. DrveFioeS  Slack/Fiee S NA NA N/A 26.214.400
HOO Image 2\NONAME Unknowe\DiiveFreeSp. DiveFroe S Stack/Fieo S A NA N/A 25.214.400
o P o e [ & - “, = e oen
- - = e FILEO
Vaccine 6 jpg
FILEO
Vaccine 7 jpg
FILEO
Vaccine 8 jpg
FILEO
Vaccine 9 jpg
FILEO
accine docx
FILEO
<
== Unfmerecs | & Unneeres ~
Fullt Sath Full Path
Orivef reeSpace3416 HOD image 2ANONAME Uniowow
£ Sgf OrveFiesSpace3422 HOD Image ANONAME Unbnow e N o
DrrveFioeSpace3432 HOD tmace ZANONAME Uninow s e a paa a i e SR
Eax mem | Remove mewm ] | Ren

S o) &

Utars
<
B 8B 82 aW® 38 0 v Unreerea
W File Name Full Path i —
e TiRer et
HOD Image 2ANO! Uy B B EBEESSicEC |S
File Name Fult Path

HOD Image 2\NONAME Urnka
HOD Image 2\NONAME Unk

HDD Imaoe ZWWOMNAME -
HOD Image Z\NOMNAME -
HOD lenage ONAME -

DrrvefreeSpace2828 HODD Image 2NONAME -Unka DivefresSpace 3534 OO ten = -
Figure 81. Files Identified by Searching Keywords in Image 2 of HDD
; Processing Files... ‘
4 Curent Evidence ltem:
| |D:\HDD Image.003 |
; Current File tem:
IHDD Image‘\NONAME -UnknownDriveFreeSpacel010
I Current File [tern Status Total Process Status
; Action: | Indexing | Elapsed Time: | 0.00:00:18 |
File Type: | Drive Free Space | Total ltems Examined: | 10 |
ltem Size: | 26,214,400 (10 of 4096) | Total Items Added: | 10 |
Progress: | B4 | Total ltems Indexed: | 7 |

Log the case/systemn status every |1|J % minutes [ Log extended information

Figure 82. Processing Image 3 of HDD
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Figure 84. Processing Image 4 of HDD
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Figure 88. Processing Image 6 of HDD
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Figure 94. Processing Image 9 of HDD
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After analyzing the results of all the 10 images, an average of the hits and files identified

in all 10 images is taken and is used for comparison with that of SSD.



Table 2

Results Obtained from Images of HDD

Keyword Files in HDD Hits in HDD
Car 1099 5731
Dose 460 688
Islands 462 3208
Farm House 467 7272
Mortgage 463 1201

Analyzing Image of SSD

The same process of Image creation and analyzing the images using FTK Toolkit is

followed for SSD. Following are the steps followed.

New Case
=S AccessData's

Forensic Toolkit®-FTK®
The Complete Analysis Tool

~EEnies Toolkst*

Wizard for Creating a New Case

Investigator Name: [Shiva

=)

Case Information

Case Number: [EvidenceSSD |

Case Name: [SSDimage |

Case Path: [C:\Users\srinathreddy\Desktop™ | Browse ...

Case Folder: [ C\Users\srinathreddy\Desktop SSDImage
Case Description:

Next > Cancel

Figure 98. Assigning Case Name to Analyze the Image of SSD



E-Mal Bookmark
Add Eviden =
i : Add Evidence
o be added o the. ;
- Add Evidence Vi r oo T
Any number of evidence Rems can be . There are of evidence tems: Local deve: Evideoca Infoanation
of deve: can be an mage of a logcal or physical drive Folder: fio | Evidence Locationt fers
Local drive: Can be a logical or physical dive Indvidual Fle: [E’\E S p 05 I
Foider Adds il fies i the spechied folder. ncludng conterts of subfolders The defack refinemert opl |E-\Evidence Image | tem, and addbional
Indvidual Fie: Adds a sngle file. NOTE: Disk image files should be added s acquined images. fypes of refinements 204 Evidence Display Name: fanges. as wel as spex
= TR X =2 folders. To make these fus Evidence - Advanced.
4 optens. canbe for . and addtional = JE orco i || =t
types of also be made. Th chude the exchusion of date/aze ranges. ss wel 33 speci | Add Evidence | = . = -
[ e s e ek s E:M rced.
| Add Evidence to Case X — — Deglay s Comment
g Add Evidence. ] Y = efine Evidence - Advanced . L 5 |
~‘ Display N Type of Evidence 1o Add to Case TmeZone C
3 @ Acquired Image of Diive
O Local Diive
{ (O Contents of 3 Foider
i O Indwidual Fle
[(CCenine ]| comc | 2
"
n Cancel
1"

"
"
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After analyzing the results of all the five images an average of the hits and files identified

in all five images is taken and results are all follows.

Table 3

Results Obtained from Images of SSD

Keyword Files in SSD Hits in SSD
Car 760 1824
Dose 144 215
Islands 30 245
Farm House 31 5633
Mortgage 28 882

This table gives you an idea of the number of files that were identified by the key word

searches. The word Car had 760 files in SSD as identified by the FTK Toolkit and it was
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recognized for 1824 times in different files identified. Similarly, the key word farm house had 31
files as identified by FTK and was recognized for 5633 times in all different folders identified.
An image was created to analyze the original files and hits without any deletion or format
process. This image included all the different combinations of files that were used in both the
drives, but the combinations were not deleted every time but were kept in the folder to make sure
we have an exact number of files and hits of the key words which we used in the experiment.
The following figure shows the number of files and hits identified for the key word searches in

the image of the folder which included all different combinations sent to both the drives.
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Figure 110. Results Identified in the Image of Different Combinations Used

We have the different results which were found by the key word searches in SSD, HDD
and the original files and hits that were to be identified in both the drives. To make the
comparison to be clear we will be using a tabular format as well as a pivot chart representation of
all the results obtained. The following table compares the original number of files, hits with

those identified in both HDD and SSD.
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Table 4

Comparing the Results Obtained

Original Files in Files in Hits in
Keyword Files HDD SSD Original Hits  Hits in HDD SSD
Car 1964 1099 760 9181 5732 1824
Dose 764 460 144 1045 688 215
Islands 555 462 30 5532 3209 245
Farm House 692 467 31 14954 7202 5633
Mortgage 1161 463 28 3588 1201 882

It was found that the key word Car had 1964 files initially with all the different
combinations of evidence folder, evidence trasher folders made and the word car was recognized
for 9181 times in all the documents such as images, contents of word documents, excel sheets
and note pads that were passed. However, we could find 1099 files out of 1964 files in HDD
using FTK Toolkit. So, there were some key evidence files that were missing but it is a pretty
good sign that even after formatting the disk after every combination made the FTK toolkit could
identify 60% of the files that were deleted. But, this was not the case with SSD, we could only
identify 760 files out of 1964 original files in SSD which is less than 40 percent of the original
files. It’s very difficult for the forensic investigator in this scenario for finding the suspect in a
case when we were not able to identify even 50% of the key evidence.

Like the files comparison, the word Car was identified for 9181 times in all different
folders, files, word documents, excel sheets, note pad etc. in the original image. We could
identify 5732 times in that of an HDD which lands up at 65& of the key word being
identified and it is a good sign for the investigator. However, 1824 times the key word was

identified in SSD which is less than 20% of the original key word identified. This possesses
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risk for the investigators in identify the key evidence and proving who the suspect is due to

the key features of the SSD.

Values

Sum of Original Files
® Sum of Files in HDD

B Sum of Files in SSD

Islands Mortgage

Figure 111. Difference in Results Identified by Number of Files

The graphical representation shown above is the comparison of the number of files that
were being identified in the original image with that of identified in HDD and SSD. Considering
the key word search of Farm House, it shows the number of files identified in an HDD is about
70-80% of the original files but when compared to that of an SSD we could see there were not
even 10% of the files that were in the original folder. We can also notice that there is a vast
difference in the number of files identified by an SSD in all the key word searches such as islands,

mortgage, dose, and car.
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Sum of Original Hits
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]
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House

Figure 110. Difference in Results Identified by Number of Hits

The graphical representation shown above is the comparison of the number of hits that
were being identified in the original image with that of identified in HDD and SSD. Considering
the key word search of Islands, it shows the number of hits identified in an HDD is about 60% of
the original files but when compared to that of an SSD we could see there were not even 10% of
the hits that were in the original folder. The special features in SSD such as wear leveling,
garbage collection, self-corrosion, TRIM command help SSD in destructing the key evidence on
its own without any instructions from the computer. The results identified clearly give us a good
conclusion on how forensic investigators are struggling with SSD.

Conclusion

Both the drives HDD and SSD are passed with the same evidence files, formatted at same
intervals, and passed with random data and different combination of evidence destruction files
are being transferred. Images of the drives are being created using FTK Imager and are carefully
being analyzed in the investigator’s laptop using FTK Toolkit. However, it is clearly noticeable
that even after performing the same set of operations on both the drives the results obtained do

not match.
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We have discussed the key features that Solid-state drives hold such as wear leveling,
TRIM, Garbage collection which helps to destroy the evidence in SSD on its own. Based on this
experiment and the results obtained it is proven that SSD’s possess evidence destruction
phenomenon that creates trouble for the forensic investigators for finding key evidence and
resolving cases that were solved by using traditional methods on HDD.

Future Work

It is proven by the help of this experiment that formal traditional methods used on HDD’s
by forensic investigators for solving the key cases do not hold good in case of solid-state drives.
Forensic investigators need to come up with new methods to overcome the destruction capacity
of the solid-state drives. As researchers stated that solid-state drives are beginning the end of
current practice in digital forensic recovery, it is the time for forensic investigators to review the
current techniques used and emerge with new tools for cracking even the self-destructed files in
Solid-state drives. If new techniques are not being introduced, it would result in the rise of
crimes which do not have evidence to be proven and give chance for crime committers to

consider these loop holes and increase the crime rate.
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