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to extract acoustic phonetic features.  Praat is a very powerful software that offers a wide array of 
possibilities.   Furthermore, it is free, which is music to the ears of researchers in the developing 
world who may not have the financial resources to afford expensive software.  The second block 
is “Feature Detector 1 … Feature Detector Q.”  This is where most of the extraction activities 
happen.  Questions related to what features to extract are listed below block 2.   
 

The procedure that one can/must follow to extract acoustic phonetic features is illustrated 
by Figure 2 with the example of the approximant fricative [ɥ] in the word <ahyʊa/ɛhyʊa> (night 
time stories).  It is a rare sound in Anyi, occurring only 10 times in a corpus of more than 5,000 
words.  A border is drawn around the whole word.  The segment [ɥ] occurs only in nouns, as noted 
on the parts of speech (POS) tier.  In this case, it occurred only in the singular, as also noted on the 
number tier.  Thereafter, inner boundaries are drawn around [ɥ] by itself because it the segment 
from measurements are collected.  The measurements appear on individual tiers: F0, F1, F2, F3, 
intensity, duration, and Center of Gravity (CoG):  
 

 
Figure 2: Annotation and Feature Extraction 

 
The totality of these seven correlates represent the features that are extracted for the approximant 
fricative [ɥ].  This procedure is repeated for the consonants, vowels, and suprasegments of the 
language that are “essential parameters” and “information-bearing elements,” in the language 
(Fant 1998:1249). 
 
3.2 Methodological Issues 

Feature extraction raise several methodological issues.  Some relate speech style and others 
to the number of participants.   In regard to the former, the question is whether or not the 
extracted features should come from words in citation form or in running speech.  Ladefoged et 
al. (1976) and Koffi and Krause (2020) have shown that as far as most acoustic correlates of vowels 
are concerned, speech style has no effect on intelligibility.   With regard to the latter, a minimum 
of six speakers are recommended for most acoustic phonetic studies (Ladefoged 2003:67).     
Jongman et al. (2000:1255) have shown that with as few as 20 participants (10 males and 10 
females), one can adequately represent the speech signals of an entire speech community.   
However, if features are to be extracted from 20 speakers, this would represent a massive amount 
of data if a minimum of seven acoustic correlates were to be considered.  For example, if a 
language has 9 oral vowels and 23 consonants, and if 20 participants produce them, this yields 
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4,480 tokens (9 x 7 x 20 + 23 x 7 x 20).    This will take a professor who is not on sabbatical and 
who does not have graduate assistants to help him/her, two to three years to extract all necessary 
features if the person works on the data on weekends, some holidays, and parts of the summer.   
Once all the data have been extracted, they will need to be sorted by gender and also by correlates.  
Assuming that 20 speakers produced [ɥ], their individual production should be tabulated.  The data 
should be tabulated by gender, then “first order statistical analysis,” i.e., means and standard 
deviations should be calculated (Rabiner 1998:1267).  This should be done for each segment!    

 
Clearly, if this is the methodology, then there will not be enough human power to do feature 

extraction and analysis for the 2,000 or so indigenous languages spoken in Africa.  Fortunately, 
there is a simpler solution which is less tedious but yields excellent results.   Increasingly, experts 
are using a single human exemplar as the Artificial Intelligent (AI) agent for ASR and TTS 
applications.  I have extracted vowel features from one such person whose voice is used in a 
pronunciation application that is used worldwide.  Synthesizing the speech of a single individual 
saves time and efforts.  There are just a few precautions to take to maximize intelligibility.  The 
exemplar’s voice should be as accent neutral as possible.  In other words, speakers of the language 
should not be able to easily pinpoint the region where the speaker is from.  The recordings should 
be of excellent quality.  If at all possible, the human exemplar should be recorded in a studio.  If 
this requirement is unduly burdensome, the recording should take place in a quiet room with noise 
cancellation equipment.  The price of the latter is no longer exorbitant.       
 
3.3 Critical Band Theory (CBT) and Just Noticeable Differences (JNDs)  

Intelligibility is the ultimate goal of communication.  For this reason, the interpretations of 
the measurements should be based on the Critical Band Theory (CBT).  CBT originated from 
the groundbreaking research done at Bells Research Laboratories from the 1920s to the 1960s.  In 
the 1940s, physicist Harvey Fletcher pioneered a psychoacoustic methodology to gauge how the 
ear transduces acoustic signals into intelligible utterances.  Another physicist, von Bekesy, 
demonstrated clinically that Fletcher’s theory of Critical Bands was anchored in anatomical and 
auditory reality. For this, von Bekesy was awarded the Nobel Prize in Medicine/Physiology in 
1961. Fletcher’s and Bekesy’s approach to intelligibility has revolutionized contemporary 
understanding of the processes involved in encoding and decoding speech signals.  The third-
octave response system, such as those listed in Rabiner and Juang (1993:186) and elsewhere, 
replicate as closely as possible how the human ear perceives speech signals (Everest and Pohlmann 
2015:529).  Zwicker (1961:248) and Pope (1998:1347) report that they have been endorsed by 
reputable bodies, such as the American National Standard Institute (ANSI), the International 
Standardization Organization (ISO), and the International Electrotechnical Commission (IEC)).   
CBT has uncovered important Just Noticeable Differences (JND) thresholds at which segments 
become intelligible or not.  The main ones are summarized in Table 1: 
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   N0 Acoustic Correlates JND Thresholds 
1.  F0  £ 1 Hz 
2.  F1  £ 60 Hz 
3.  F2 £ 200 
4.  F3 £ 400 
5.  Intensity £ 3 dB 
6.  Duration £ 10 ms 

Table 1: Intelligibility Thresholds 
 
The symbol “£” means that variations between segments of less than the indicated values are not 
perceptually salient.    Stevens (2000:225) notes that for an item to qualify as a valid JND, it must 
elicit at least 75% of correct responses from a large pool of participants.  Extensive discussions of 
CBT thresholds are available in Stevens (2000:203-241) and Rabiner and Juang (1993).   
 
3.4 Phonetic Invariance 

The above-mentioned JNDs and other like them have established beyond the shadow of a 
doubt that phonetic invariance is real.  This does not mean that variability does not exist.  Even 
ardent proponents of phonetic invariance do not deny that intraspeaker and interspeaker variability 
are a linguistic fact of life.    Instead, they argue that phonetic variability is tightly regulated so as 
to assure intelligibility within the same speech community.    Indeed, ASR and TTS systems have 
exploited the availability of JNDs to build robust systems that “understand” and are “understood 
by” an ever increasing number of speakers, even speakers of English with foreign accents.2  
Phonetic invariance is the main reason why digitalizing the speech of a single human exemplar is 
enough for building robust and “smart” ASR and TTS systems.  Appendices 3 to 7 display the 
features extracted from the speech of one speaker of Anyi, an Akan language spoken in eastern 
Côte d’Ivoire.  
 
4.0 Introducing the Arpabet 
 Broadly speaking, there are three transcription systems: the conventional orthography, the 
International Phonetic Alphabet (IPA), and the Arpabet.  The first is used worldwide by all literate 
individuals.  The second was officially created in 1888 (Pullum and Ladusaw 1986:xix) and is 
used primarily by linguists.   Gambarage (2017:457) refers to the IPA as “the lingua franca for 
field linguists and phonologists/phoneticians.”  Since its creation predates modern computers, it is 
not compatible with them.  For this reason, the Arpabet was introduced in the 1970s.  It operates 
on the same principles as the IPA.  Its main advantage is that it is fully compatible with ASCII 
symbols available on all computers.  Jurafsky and Martin (2000:94-95) note that the Arpabet was 
initially designed for English but it is not English-centric.  It can be expanded to transcribe African 
languages, as will be seen in the latter sections of this paper.   The English Arpabet is used as the 
starting point of our discussions before the system is broadened to include African languages.   
 
 
 
 

 
2 All the smart systems on my computer or iPhone understand me even though I’m not a native speaker of English.  I 
have noticed a very high level of intelligibility over the past 10 years since I have been testing voice-enabled devices. 
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N0 Arpabet Phoneme IPA Example Arpabet Transcription 
1.  AA  ɑ odd      AA D 
2.  AE  æ at  AE T 
3.  AH  ʌ hut hut 
4.  AO  ɔ ought AO T 
5.  AW ɑʊ cow K AW 
6.  AY ɑɪ hide HH AY D 
7.  B   b be  B IY 
8.  CH tʃ cheese  CH IY Z 
9.  D   d dee  D IY 
10.  DH  ð thee  DH IY 
11.  EH  ɛ Ed  EH D 
12.  ER  ɚ hurt  HH ER T 
13.  EY  e ate  EY T 
14.  F   f fee  F IY 
15.  G   g green  G R IY N 
16.  HH  h he  HH IY 
17.  IH  ɪ it  IH T 
18.  IY  i eat  IY T 
19.  JH  dʒ gee  JH IY 
20.  K   k key  K IY 
21.  L   l lee  L IY 
22.  M   m me  M IY 
23.  N   n knee  N IY 
24.  NG  ŋ ping  P IH NG 
25.  OW  o oat  OW T 
26.  OY  ɔɪ toy  T OY 
27.  P   p pee  P IY 
28.  R   r read  R IY D 
29.  S   s sea  S IY 
30.  SH  ʃ she  SH IY 
31.  T   t tea  T IY 
32.  TH  θ theta  TH EY T AH 
33.  UH  ʊ hood  HH UH D 
34.  UW  u two  T UW 
35.  V   v vee  V IY 
36.  W   w we  W IY 
37.  Y   j yield  Y IY L D 
38.  Z   z zee  Z IY 
39.  ZH  ʒ seizure  S IY ZH ER 

Table 2: English Arpabet  
 
A few noteworthy observations about Arpabet conventions are in order.  First, all vowels are 
represented by two letters (digraphs).  Secondly, the IPA symbols [θ, ð, dʒ, tʃ, ʒ] and aspirated [h] 
are also represented by diagraphs.   Third, Arpabet transcriptions appear either in all in capital 
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(upper case) or lower case letters.  However, capitalized transcriptions are more widespread.  
Fourth, the Arpabet system focused mostly on full-fledged phonemes.  However, over the years, 
limited number of allophones have been included, as shown in Table 3:3   
 

N0 Arpabet Phoneme IPA Example Arpabet Transcription 
1.  AX ə comma K AA M AX 
2.  EL l̩ bottle B AH Q EL 
3.  EM m̩  rhythm R IY DH AX EM 
4.  EN n̩ button B AH Q EN 
5.  Q ʔ button B AH Q EN 

Table 3: Allophones of Arpabet 
 
Fifth, the Arpabet also represents suprasegmentals by using Arabic numbers, as shown in Table 4: 
 

N0 Arpabet Phoneme IPA 
1.  0 unmarked 
2.  1 ́    
3.  2  ̀ 

Table 4: Suprasegmentals in Arpabet 
 
The word <rhythm> can be transcribed in the Arpabet system as follows: R IY 1 DH AX EM 2.  
It is worth noting that stress indices appear at syllable boundaries.  In reality though, only primary 
stress is indicated in most Arpabet systems.   So, <rhythm> is transcribed as R IY1 DH AX EM 2. 
Dialectal variations can also be transcribed.  In fact, many AI systems recommend that significant 
alternative pronunciations be transcribed to increase the “smartness” of the intelligent agent.  All 
in all, the Arpabet transcription system is challenging for English because its orthography is 
opaque, which means that there is no one-to-one correspondence between spelling and 
pronunciation.  Even so, current ASR and TTS systems work surprisingly well.  This means that 
the Arpabet will work well for African languages because their orthographies are transparent.  
They are for the most part based on the phonemic principle which calls a straightforward one-to-
one correspondence between phoneme and grapheme.   Because of this, we are confident that once 
the relevant features have been extracted, speech synthesis based on the APA model can be 
implemented successfully in for African languages.  Tone marking can be a challenge, but the 
solution proposed in 6.3 is supposed to work.  
 
5.0 Extractable Consonant Features  

Ordinarily, linguists rely on place of articulation, manner of articulation, and voicing to 
describe consonants exhaustively.  However, for some African languages, one might need to add 
two additional features, namely voice stream mechanism and double closure.  The former 
addresses issues having to with the pronunciation of implosives and ejectives, while the latter deals 
with labiovelars (to be explained below).   For acoustic phonetic measurements, we will pay closer 
attention to manner of articulation because, as Reetz and Jongman (2009:199) explain, “It is easier 
to identify cues to manner of articulation and voicing than place of articulation.”  This explains 
why all the extractable features that Rabiner and Schafer (1978:43) display in Table 3.1 are manner 

 
3 The digraph [nx] is used to represent the allophone of /t/ when it is pronounced as [n] when it follows an [n] as in 
<twenty>, <winter>, <Hunter>, etc. 
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features.  In other words, the extractable features used in speech synthesis are stops, fricatives, 
affricates, nasals, liquids, and glides/semi-vowels.  Consonants are dealt with first in the next 
several sections because they are more numerous in any given language than vowels.  
 
5.1 Extracting Stop Features   

The most robust acoustic correlate that talkers and hearers rely on to encode and decode 
stops is voice onset time (VOT).  It has to do with the amount of time that elapses when the 
articulators come together and when they part.  Lisker and Abramson’s (1964) article investigating 
the VOT of voiced and voiceless segments in 11 languages is by far the most influential acoustic 
phonetic study of its kind.  Their methodology has been widely used to study VOT in many 
languages.  Kent and Read (1992:120) contend that “VOT has been one of the most frequently 
measured phenomena in speech research.”  Ladefoged (2003:98) adds that “When making the 
description of a language, the VOT of stops consonants should always be given, as it varies 
considerably from one language to another.”   It needs to be pointed out that VOT can be positive 
or negative depending on the speaker and/or the language.  In the former, the vocal folds begin 
vibrating even before the release of closure.  In the latter, the vocal folds vibrate only after the 
release of closure.   Katz (2013:252) has highlighted a correlation between VOT and degrees of 
voicing, namely, “If a language sets a voiced sound to be so negative in VOT, then the voiceless 
counterpart doesn’t have to be strongly voiceless.”  Our investigation will go well beyond 
measuring the VOT of the plain voiceless stops [p, t, k] and the plain voiced stops [b, d, g] to 
include the VOT measurements of implosives, ejectives, labiovelars, and clicks that are found 
almost exclusively in African languages.  
 
5.2 Focus on Implosives 

The stop segments [ɓ, ɖ, ɠ] are called implosives because, in producing them, speakers 
suck air from outside into the oral cavity.  Maddieson (1984:111-4) notes that about 10% of world 
the languages have implosives.  Many of them are found in West African languages.  We learn 
from Ladefoged and Maddieson (1996:87) that implosives are not very loud and are mostly voiced.  
They describe these sounds aerodynamically as follows, “The closed glottis is lowered so that the 
air pressure in the mouth decreases considerably.  When it is about -4 cm H2O, the vocal folds start 
vibrating and the oral pressure starts increasing.  Shortly afterwards the lips come apart and air 
flows out of the mouth.”  VOT measurements of implosives are hard to come by.   Ladefoged and 
Maddieson (1996:82-3) display a couple of spectrographic annotations of implosives.   
 
5.3 Focus on Ejectives 

Ejectives are segments that are produced forcefully.   Unlike implosives, they are usually 
voiceless.  The three ejectives commonly found in African languages are [p’, t’, k’].  Ladefoged 
and Maddieson (1996:78) describe them aerodynamically as follows: “The pressure behind the 
closure in the oral cavity is often increased to about double the normal pulmonic pressure (i.e., 
about 16 cm H2O).  The oral closure is then released, and, owing to the greater supraglottal 
pressure, there is a greater amplitude in the burst.”   They occur in 16.40% of world languages, 
many of which are in West Africa (Maddieson 1984:101).   Hausa is well known for its ejective 
stops [p’, t’, k’].   We deduce from Ladefoged and Maddieson (1996:80, Figure 3.15), that the 
VOT of ejectives will be considerably long, ³ 50 ms.   Hausa in an interesting language in that it 
has plain stops, implosives, and ejectives.  Studying its VOT will provide insights into how the 
speakers encode and decode subtle variations in stops.  
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